Predictive Control Approaches to Fault Tolerant Control of Wind Turbines

Being a Thesis submitted for the Degree of Philosophy

in the University of Hull

by

Xiaoran Feng

MSc (Xidian University, China)
BSc (Xidian University, China)

August 2014
Acknowledgement

I would like to express my sincere gratitude to both of my supervisors, Professor Ron Patton and Dr. Ming Hou, who have guided me in every step of my research during the past three years. Professor Ron J Patton has inspired me with many helpful ideas for my PhD research. He is also the one encouraging me whenever I meet difficulties in my research. I also want to thank Dr. Ming Hou for giving me many useful advices during the seminars and thesis advisory panel meetings.

I would like to thank all of my colleagues in the Control and Intelligent Systems Engineering Group in University of Hull, Dr. Lejun Chen, Dr. Chenglei Nie, Dr. Zheng Huang, Dr. Xiaoyu Sun, Dr. Yimeng Tang, Dr. Montadher Sami Shaker, Dr. Eshag Yousef Larbah, Dr. Fengmin Shi, Zhihuo Wang and Bingyong Guo, who have helped my research with many useful discussions. They also created pleasant memories for me in the past three years.

I appreciate the Chinese Scholarship Council and the University of Hull. Both of the institutions offered me a joint scholarship to support my PhD study financially.

Finally, I am grateful to both of my parents, Qiyun Xu and Qi Feng. Their understanding, emotional support and love are with me during the three years of PhD research life.
Abstract

This thesis focuses on active fault tolerant control (AFTC) of wind turbine systems. Faults in wind turbine systems can be in the form of sensor faults, actuator faults, or component faults. These faults can occur in different locations, such as the wind speed sensor, the generator system, drive train system or pitch system. In this thesis, some AFTC schemes are proposed for wind turbine faults in the above locations. Model predictive control (MPC) is used in these schemes to design the wind turbine controller such that system constraints and dual control goals of the wind turbine are considered. In order to deal with the nonlinearity in the turbine model, MPC is combined with Takagi-Sugeno (T-S) fuzzy modelling. Different fault diagnosis methods are also proposed in different AFTC schemes to isolate or estimate wind turbine faults.

The main contributions of the thesis are summarized as follows:

A new effective wind speed (EWS) estimation method via least-squares support vector machines (LSSVM) is proposed. Measurements from the wind turbine rotor speed sensor and the generator speed sensor are utilized by LSSVM to estimate the EWS. Following the EWS estimation, a wind speed sensor fault isolation scheme via LSSVM is proposed.

A robust predictive controller is designed to consider the EWS estimation error. This predictive controller serves as the baseline controller for the wind turbine system operating in the region below rated wind speed.

T-S fuzzy MPC combining MPC and T-S fuzzy modelling is proposed to design the wind turbine controller. MPC can deal with wind turbine system constraints externally. On the other hand, T-S fuzzy modelling can approximate the nonlinear wind turbine system with a linear time varying (LTV) model such that controller design can be based on this LTV model. Therefore, the advantages of MPC and T-S fuzzy modelling are both preserved in the proposed T-S fuzzy MPC.

A T-S fuzzy observer, based on online eigenvalue assignment, is proposed as the sensor fault isolation scheme for the wind turbine system. In this approach, the fuzzy observer is proposed to deal with the nonlinearity in the wind turbine system and estimate system parameters.
states. Furthermore, the residual signal generated from this fuzzy observer is used to isolate the faulty sensor.

A sensor fault diagnosis strategy utilizing both analytical and hardware redundancies is proposed for wind turbine systems. This approach is proposed due to the fact that in the real application scenario, both analytical and hardware redundancies of wind turbines are available for designing AFTC systems.

An actuator fault estimation method based on moving horizon estimation (MHE) is proposed for wind turbine systems. The estimated fault by MHE is then compensated by a T-S fuzzy predictive controller. The fault estimation unit and the T-S fuzzy predictive controller are combined to form an AFTC scheme for wind turbine actuator faults.
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## Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Zero matrix with compatible dimensions</td>
</tr>
<tr>
<td>( \mathbb{R} )</td>
<td>Set of real numbers</td>
</tr>
<tr>
<td>( \mathbb{R}^n )</td>
<td>Set of n dimensional real vectors</td>
</tr>
<tr>
<td>( \mathbb{R}^{n\times m} )</td>
<td>Set of n by m matrices with elements in ( \mathbb{R} )</td>
</tr>
<tr>
<td>( M^T )</td>
<td>The transpose of the matrix ( M )</td>
</tr>
<tr>
<td>( M^{-1} )</td>
<td>The inverse of the invertible matrix ( M )</td>
</tr>
<tr>
<td>( M &gt; 0(M \geq 0) )</td>
<td>( M ) is positive definite (positive semidefinite)</td>
</tr>
<tr>
<td>( M &lt; 0(M \leq 0) )</td>
<td>( M ) is negative definite (negative semidefinite)</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>An eigenvalue</td>
</tr>
<tr>
<td>( |x|_1 )</td>
<td>( L_1 ) norm of vector ( x \in \mathbb{R}^n ) , and ( |x|<em>1 = \sum</em>{i=1}^{n}</td>
</tr>
<tr>
<td>( |x|_Q )</td>
<td>( |x|_Q = x^T Q x ) with ( x \in \mathbb{R}^n ) and ( Q \in \mathbb{R}^{n\times n} )</td>
</tr>
</tbody>
</table>
## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFTC</td>
<td>Active Fault Tolerant Control</td>
</tr>
<tr>
<td>PFTC</td>
<td>Passive Fault Tolerant Control</td>
</tr>
<tr>
<td>FD</td>
<td>Fault Diagnosis</td>
</tr>
<tr>
<td>FDI</td>
<td>Fault Detection and Identification</td>
</tr>
<tr>
<td>FE</td>
<td>Fault Estimation</td>
</tr>
<tr>
<td>FTC</td>
<td>Fault Tolerant Control</td>
</tr>
<tr>
<td>LMI</td>
<td>Linear Matrix Inequality</td>
</tr>
<tr>
<td>MPC</td>
<td>Model Predictive Control</td>
</tr>
<tr>
<td>MHE</td>
<td>Moving Horizon Estimation</td>
</tr>
<tr>
<td>LTV</td>
<td>Linear Time Varying</td>
</tr>
<tr>
<td>EWS</td>
<td>Effective Wind Speed</td>
</tr>
<tr>
<td>LPV</td>
<td>Linear Parameter Varying</td>
</tr>
</tbody>
</table>
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Chapter 1: Introduction

1.1 Motivation of FTC

Modern technical systems are becoming more complex due to the increased demand on their performance and functions. These systems are inevitably subjected to an ever increasing range of fault types caused by sophisticated hardware structures, system embedding and complex system dynamics. Some technical systems are also safety-critical which means that the occurrence of faults during operation can be catastrophic in terms of danger to human life and mission criticality. However, conventional feedback controllers in these systems are seldom designed to tolerate faults, enhance safety of operation and sustain reliable operation. Unsatisfactory control performance or even instability may occur if technical systems are controlled by these conventional feedback controllers in the presence of faults (Patton, 1997; Isermann, 2011).

On the other hand, during the last 20 years fault tolerant control (FTC) systems have been proposed to take into account faults occurring in sensors, actuators and even internal system components, some or all of which may affect closed-loop performance, stability and ultimately functional reliability (Patton, Frank and Clarke, 1989)

In the early days, FTC systems were designed to maintain system stability with acceptable control performance degradation in the presence of faults so that system failure or breakdown could be avoided. In recent years, FTC systems have advanced greatly and many new FTC methods can achieve desired control performance with little performance degradation in the presence of faults. Besides, FTC systems are also able to maintain desired control performance as conventional feedback controllers do in the absence of faults. The important principles used in FTC are system redundancy (in hardware or analytical form), from which faults can be either estimated or identified and isolated.

Most of the FTC methods are based on either fault estimation (FE) or fault detection and isolation (FDI) as these two approaches are powerful and direct (Blanke and Schröder, 2003) (Zhang and Jiang, 2008). The idea behind FTC is to use the information about the location and time-variant behaviour of a fault to either
reconfigure the control system based on redundant components or directly compensate for the fault by means of FE techniques.

The history of research into FTC dates back to the 1970s. At that time FTC was mainly motivated by control problems in real world safety-critical applications, such as chemical plants, spacecraft, nuclear power plant and aircraft flight control. However, most of the research effort has been made on the development of FTC schemes for aircraft flight control problems. The challenge is to add fault tolerant ability to the aircraft flight control system so that the aircraft can land safely in the presence of a serious fault. The research interest into FTC has increased greatly since the late 1970s due to several commercial aircraft accidents. Delta Flight 1080 on April 12, 1977 (McMahan, 1978; Montoya et al., 1983) and American Airlines DC-10 on May 25, 1979 (Montoya et al., 1983). Following this, many studies on FTC of aircraft systems appeared (Chandler, 1984; Looze, Weiss, Eterno and Barrett, 1985; Ostroff, 1985; Caglayan, Allen and Wehmuller, 1988; Ochi and Kanai, 1991; Maciejowski and Jones, 2003; Ye and Yang, 2006; Edwards, Lombaraerts and Smaili, 2010; Yu and Jiang, 2012).

Other historical application research of FTC also helped to stimulate the research interests into FTC. These application examples are mostly safety-critical systems including chemical plants, nuclear power plants and spacecraft (Himmelblau, 1978; Gelderloos and Young, 1982; Garcia, Ray and Edwards, 1991; Bukley, 1995; Blanke, Izadi-Zamanabadi, Bøgh and Lunau, 1997; Cai, Liao and Song, 2008).

Nowadays, FTC research is not limited to safety-critical and high-end technical systems. It has extended to a broader range of areas with various applications examples. In the past decade, some new application studies of FTC appeared, including ship propulsion systems (Izadi-Zamanabadi and Blanke, 1999; Bonivento, Paoli and Marconi, 2003), vehicle systems (Jeong, Sul, Schulz and Patel, 2005; Oudghiri, Chadli and El Hajjaji, 2008), wind turbine systems (Pourmohammad and Fekih, 2011; Badihi, Zhang and Hong, 2013), temperature control systems (Gopinathan, Mehra and Runkle, 1999; Jin and Du, 2006) and robot systems (Lin and Chen, 2007; Koh, Norton and Khoo, 2012). As mentioned above, the main cause of this situation is the growing complexity of modern technical systems, which makes systems prone to faults in sensor, actuators and system components.
A new and growing research area of FTC is the design and development of decentralised/distributed FTC systems. The fault tolerance of decentralised/distributed systems becomes a challenge as the complexity of these systems increases. Therefore, this research area has drawn significant attention since early 2000s. Some studies in this area can be found in (Bao, Zhang and Lee, 2003; El-Farra, 2006; Patton, Kambhampati, Casavola and Franze, 2006; Zhihong and Huajing, 2007; Patton et al., 2007; Panagi and Polycarpou, 2011).

A special motivation for the growing interest into FTC is the demand for guaranteeing productivity of some technical systems for economic reasons. The major concern for these systems is the system operation reliability such that extra economic cost can be avoided. Examples of these systems are wind turbines and power plants, in which reliable and sustainable operation is important. Faults in these systems can result in power efficiency reduction, decreased electrical power generation, giving rise to loss of revenue. Moreover, shutdown of these systems due to faults means a great cost to system owners.

Throughout the history of FTC research, many theoretical methods have been proposed to meet the FTC challenges in various application domains. These methods originated from the following research areas: robust control, fault detection and identification, parameter estimation and reconfigurable control. Some methods are developed with the theory from one of the above research areas while some other methods are developed with theories from several of the above research areas. Detailed classification of various FTC methods can be found in (Patton, 1997; Zhang and Jiang, 2008; Mahmoud and Xia, 2013).

1.2 Terminology

In the early days, the terminology in the FTC community has been quite inconsistent due to the scattered many technical areas in which FTC was studied. Sometimes this situation resulted in confusion and made it difficult to understand the concepts in these technical areas. Therefore, several efforts have been made to achieve commonly acknowledged definition of FTC terminology among all these technical areas (IFIP., 1983; Omdahl, 1988). Some of the terminology used in this thesis is given below and are consistent with the definition given by (Isermann and Ballé, 1997) and (Patton, 1997).
**Fault**: unpermitted deviation of at least one characteristic property or parameter of the system from the acceptable, usual standard condition.

**Failure**: permanent interruption of a system’s ability to perform a required function under specified operating conditions.

**Fault Detection**: determination of faults present in a system and time of detection

**Fault Isolation**: determination of the kind, location and time of detection of a fault.

**Fault Identification**: determination of the size-variant and time-variant behaviour of a fault.

**Fault Diagnosis**: determination of the kind, size, location and time of detection of a fault by evaluating symptoms. Includes fault detection, isolation and identification

**Residual**: fault indicator, based on deviations between measurements and model-equation-based calculations.

In the literature, FDI is used as the abbreviation for either fault detection and identification or fault detection and isolation. In this thesis, the term FDI refers to fault detection and isolation. Meanwhile, some researchers (principally in aerospace engineering) use the term FDD to denote fault detection and diagnosis. However, the definition of fault diagnosis already includes the concept of fault detection as shown in the above terminology. Therefore, the term FDD is not used in this thesis to avoid confusion.

From the above terminology it can be seen that the meaning of FDI is twofold in this thesis: (1) determination of the occurrence of faults in the controlled system (fault detection) and (2) determination of the faulty part of the system (fault isolation). In this thesis another term called fault estimation (FE) is also used if the fault signal in the time domain can be estimated. Later for simplicity the term FD is used to denote fault diagnosis, signifying the use of either FDI or FE.

### 1.3 Fault tolerant control methods

Generally, FTC methods are classified into passive fault tolerant control (PFTC) and active fault tolerant control (AFTC) methods (Patton, 1997). The difference between
these two classes of method is described in this Section. The design of FTC methods has been widely studied and a large number of AFTC and PFTC methods have been proposed in the literature. Each method has its own advantages and limitations and there is always an on-going trend to improve these methods by relaxing the limitations and assumptions in each method. Figure 1-1 illustrates the classification of FTC methods.

1.3.1 Active fault tolerant control

AFTC systems respond to faults actively through one of the following three actions: (1) compensating for the effects of the faults, (2) adapting to the faulty system dynamics, (3) switch to redundant hardware. Due to these AFTC actions, that controller can still operate normally, albeit at the cost of some degradation in control performance. In the literature, there are some other terminologies used to refer to AFTC, including self-repairing control (Chandler, 1984; Eterno, Weiss, Looze and Willsky, 1985), reconfigurable control (Moerder, Halyo, Broussard and Caglayan, 1989; Gao and Antsaklis, 1991; Qi, Zhu and Jiang, 2013; Nieto-Wire and Sobel, 2014), self-designing control (Monaco, Ward, Barron and Bird, 1997) or adaptive control based on identified or estimated faults (Boskovic and Mehra, 1999).

An FE unit can be integrated into an AFTC scheme to achieve control reconfiguration which is realized through changing to another pre-design control law or to a new control law online (Rauch, 1995; Zhang and Jiang, 2002; Zhang and Jiang, 2008; Qi, Zhu and Jiang, 2013). An FDI unit can also be integrated into an AFTC scheme. Its role is two-fold: (1) to monitor and update the status of the process online in case of potential faults and (2) to inform the control system to react to the faults when they are detected and
isolated. A basic requirement for AFTC schemes is that the presence of an FE or FDI unit should hardly influence the control performance when no fault is present. A typical architecture of AFTC using FE or FDI is shown in Figure 1-2.

![AFTC scheme using FDI/FE](image)

Figure 1-2 AFTC scheme using FDI/FE

Many AFTC approaches are designed through combining an FDI or FE unit with various control methods. These AFTC approaches include: predictive control or moving horizon estimation based approaches (Huzmezan and Maciejowski, 1998; Ichtev, Hellendoom, Babuska and Mollovi, 2002; Prakash, Narasimhan and Patwardhan, 2005; Sun, Dong, Li and Gu, 2008; Casavola and Garone, 2010; Izadi, Zhang and Gordon, 2011; Lao, Ellis and Christofides, 2013; Zhang, Lu, Xue and Gao, 2014), sliding mode control based approaches (Huzmezan and Maciejowski, 1998; Edwards and Tan, 2006; Alwi and Edwards, 2008; Hu and Xiao, 2013; Zhao, Jiang, Shi and He, 2014), LPV control based approaches (Khong and Shin, 2007; De Oca, Puig, Theillio and Tornil-Sin, 2009; Varrier, Koenig and Martinez Molina, 2013; Vanek, Péni, Szabó and Bokor, 2014), multiple model-based approaches (Rago, Prasanth, Mehra and Fortenbaugh, 1998; Mirzaee and Salahshoor, 2012; Sami and Patton, 2012c), Eigenstructure assignment-based approaches (Zhang and Jiang, 1999; Zhang and Jiang, 2002; Nieto-Wire and Sobel, 2014).

AFTC can also be realized without using FE or FDI unit. This is achieved by adapting to parameters changes in the model without knowing the information of faults (Tao, Joshi and Ma, 2001; Boskovic and Mehra, 2002; Ye and Yang, 2006; Jiang, Gao, Shi and Xu, 2010; Li, Song, Huang and Chen, 2013). These methods are mostly derived from adaptive control methods and are generally used to deal with component faults or
actuator faults. The schematic diagram of AFTC using parameter adaption is shown in Figure 1-3.

![Figure 1-3 AFTC scheme using parameter adaption](image)

### 1.3.2 Passive fault tolerant control

In PFTC approaches, the controller is designed to tolerate a class of expected faults without using FD unit (Eterno, Weiss, Looze and Willsky, 1985; Stengel, 1991; Jiang and Yu, 2012; Shen, Song and Wang, 2013). When faults occur, the PFTC control law does not react or adapt to fault information. Compared with AFTC, the principle of fault tolerance in PFTC is conservative, rather like the conservative nature of classical robust control methods. The fault effects in PFTC are considered alongside system uncertainty as a more complex form of robustness problem in which the robustness is defined in terms of insensitivity to both uncertainty and fault effects. The effectiveness of PFTC is thus rather limited, although many investigators continue to use this approach. In the literature, PFTC systems are also sometimes known as reliable control systems or control systems with integrity (Veillette, Medanic and Perkins, 1992; Zhang and Jiang, 2008).

Many PFTC methods are proposed using various approaches, including the use of linear optimization and linear matrix inequalities (LMI) (Liao, Wang and Yang, 2002; Hu, 2013), Quantitative feedback theory (Wu, Grimble and Wei, 1999), $H_{\infty}$ theory (Niemann and Stoustrup, 2002; Niemann and Stoustrup, 2005; Yin, Zheng, Chang and
1.4 Fault Diagnosis methods

Fault diagnosis methods are used to provide the information of faults. The following information about faults can be provided using FD methods: the kind, size, location and time of fault occurrence. FD methods can be used as the approach to monitor the condition of technical systems. Moreover, an FD unit can be integrated into an FTC design to form an AFTC system. FD methods have already attracted a significant amount of research effort and now represent a mature research area with a lot of substantial results (Frank and Ding, 1997; Isermann and Ballé, 1997; Gertler, 1998; Chen and Patton, 1999; Patton, Clark and Frank, 2000; Isermann, 2006; Ding, 2008; Wang, Chai, Ding and Brown, 2009; Isermann, 2011; Zhang, Jiang and Shi, 2013; Haghani Abandan Sari, 2014).

1.4.1 Classification of faults

Faults can be classified from two main perspectives as follows: (1) the location and (2) the characteristics of a fault. A fault can be classified as a sensor fault, an actuator fault or a component fault in terms of the fault location (Chen and Patton, 1999). Figure 1-4 shows the typical locations in which faults can act in controlled systems.

**Sensor Faults:** A technical system is always monitored by sensors. Different sensors are used depending on the physical quantity to be measured, e.g. anemometers, accelerometers, thermometers, pressure gauge, etc. Sensor faults will result in incorrect measurements from the sensors. These incorrect measurements can be in the form of...
gain factor errors, offsets, or constant values. There are various causes of sensor faults, including aging, corrosion and physical damage. Sensor faults are just erroneous measurements of the plant status and do not affect the plant dynamics. However, the output of the controller will be affected if the measurements of the faulty sensors are used as feedback to the controller.

**Actuator Faults:** Actuators are used to exert control effort (i.e. the input of the controlled system) on the system to be controlled. They can be in the form of motor drives, hydraulic pistons, valves, etc. Actuator faults represent partial loss of actuator function (i.e. either under or over-actuation) whereas an actuator failure means that the actuator has no effectiveness (i.e. represent a loss of control action). There are various causes of actuator faults, including breakage, jamming, friction and wear out.

**Component Faults:** This type of fault is sometimes referred to as a process fault. It represents the variation of the system structure or variation of a system parameter. Some forms of component faults include change in mass, torsion coefficient, aerodynamic coefficient and damping constant, changes in friction effects, etc. They generally result from component fatigue or damage. Component faults will affect system dynamics, system input/output characteristics and regions of system operation.

Faults can also be classified as the following three types according to their characteristic in time-domain: (1) abrupt faults, (2) incipient faults and (3) intermittent (Blanke and Schröder, 2003). The characteristics of these faults are shown in Figure 1-5.

![Figure 1-5 Fault classification in terms of time dependency](image)

**Abrupt Faults:** Abrupt faults are represented by stepwise signals in the time domain. They represent sudden changes of a quantity in the system and are often caused by hardware damage. This kind of fault often exerts a strong influence on control system
performance or stability. Therefore, abrupt faults need to be detected and dealt with quickly.

**Incipient Faults**: Incipient faults are generally ramp signals in the time domain. They represent a slow change of a quantity in the system and are often caused by slow and consistent effects like aging or wearing. This kind of fault exerts weaker influence than abrupt faults do in the short term. However, incipient faults can have stronger influence than abrupt faults do if they keep on increasing with time. Therefore, this kind of fault should be dealt with at an early stage of development.

**Intermittent Fault**: Intermittent faults are signals appearing and disappearing repeatedly. One cause of this type of fault is intermittent electrical contact in the electrical components of the system.

### 1.4.2 Fault diagnosis methods

There are a large quantity of well developed methods in the research area of fault diagnosis (Zhang and Jiang, 2008; Isermann, 2011; Zhang, Jiang and Shi, 2013; Haghani Abandan Sari, 2014). Generally, these methods can be classified into two categories: (1) model-based methods and (2) data-based methods, as shown in Figure 1-6.

![Figure 1-6 Classification of fault diagnosis methods](image)

Model-based FD methods can be further classified into quantitative model-based approaches and qualitative model-based approaches. In the quantitative model-based approaches, the mathematical model of the process is needed to analyze the condition of the plant. This model is built according to knowledge of the physical characteristics of
The relation between inputs and outputs of the process are also presented in this model. Therefore, the characteristic of faults in the process can be obtained from mathematical analysis of the inputs, outputs and the model. The majority of FD methods are in the community of quantitative model-based approach (Patton, Frank and Clarke, 1989; Frank, 1996; Isermann, 2005; Ding, 2008). The classification of the quantitative model-based FD approach is show in Figure 1-7.

Figure 1-7 Classification of quantitative model-based fault diagnosis methods

In the qualitative model approach, different qualitative functions are used. FD based on qualitative models is beyond the scope of this thesis and will not be discussed in details. Readers are referred to (Venkatasubramanian, Rengaswamy and Kavuri, 2003) for an introduction to this approach.

Data-based FD methods do not use the physical model obtained from the principles of the monitored process. Generally, the raw input/output data and the knowledge of the process are directly used to analyze the condition of the process. Data-based FD approaches can be classified according to whether quantitative methods or qualitative methods are used as shown in Figure 1-6. These approaches include statistical approaches, neural network approaches, fuzzy logic approaches, frequency domain analysis approaches and expert system approaches (Zhang and Jiang, 2008; Li et al., 2011; Jayaswal, Verma and Wadhwani, 2011; Godwin, Matthews and Watson, 2013; Tayarani-Bathaie, Vanini and Khorasani, 2014).

Most FD methods are quantitative model-based methods because of the following advantages of using a mathematical model. First of all, the physical dynamics of the process are transformed into a mathematical model that can be clearly understood in terms of physical and dynamical principles. Hence, the analysis and synthesis of FD
methods for a dynamical process are transformed into mathematical procedures based on the assumed mathematical model of the system. On the other hand, the principle and dynamics of the process are difficult to understand using data-based FD methods due to the “model-free” feature of these methods.

In recent years, the advantages of data-based FD methods are widely noticed due to the growing complexity of modern technical systems (Wang, Chai, Ding and Brown, 2009; Simani, Castaldi and Tili, 2011; Yin, Wang and Karimi, 2013; Haghani Abandan Sari, 2014). Precise mathematical models of technical systems become more difficult or even impossible to acquire when these systems become more complex. Therefore, quantitative model-based approaches may be difficult to design for these complex systems. Alternatively, precise models are not required for data-based FD methods and these methods can deal with high dimensional systems. Thus the challenge due to modelling of complex system is naturally avoided.

1.5 Outline of the thesis

This thesis focuses on AFTC of wind turbine systems and consists of 8 Chapters. The main contributions are presented in Chapters 4, 5, 6 and 7. The AFTC methods proposed in this thesis are demonstrated through simulation using a model of a realistic modern large wind turbine. The remainder of the thesis is organized as follows:

Chapter 2 shows the state of the art of FTC for wind turbine systems. First of all, the motivation of FTC for wind turbines is explained. Different types of faults in wind turbines are then presented and discussed in order to show the detailed research challenges that can be addressed by the control systems community. Finally, an overview of the recent studies on FTC for wind turbines is given. In this overview, the existing wind turbine FTC approaches are classified according to various control methods used in these FTC schemes.

Chapter 3 describes the modelling and basic control principle of wind turbines. First of all, the modelling of a realistic variable speed wind turbine is presented. Each subsystem of the wind turbine is described in detail. Following the wind turbine modelling, the modelling of various types of wind turbine faults is described. The two wind turbine operation regions are then explained in detail. Finally, the principles of the wind turbine control system are presented. The dual control goal problem of a wind turbine is also explained.
Chapter 4 focuses on the AFTC for wind speed sensor faults. The wind speed sensor is a special kind of sensor to provide the reference signal rather than the feedback to the control system. In this Chapter, a wind speed estimation method is proposed together with an FDI strategy for detecting and isolating wind speed sensor faults. Both the estimation method and the FDI are based on the least squares support vector machine (LSSVM). Thus, the theory of LSSVM is also presented in this Chapter. Meanwhile, robust model predictive control (MPC) using 1-norm cost function is used to design a baseline controller (i.e. a basic controller designed without considering the fault tolerant ability and thus has to be combined with an FE or FDI unit to realize FTC), which is to be robust against the wind speed estimation error. Finally, simulation results are given to demonstrate the performance of the proposed AFTC scheme.

The contributions of this Chapter are: (1) a wind speed estimation method using LSSVM, (2) a method using LSSVM for FDI of wind speed sensor fault, and (3) an AFTC scheme using a robust MPC to consider the wind speed estimation error.

Chapter 5 is concerned with AFTC for wind turbine sensor faults. The sensors considered in this Chapter are the pitch angle sensor, generator speed sensor and generator torque sensor. In this approach, the nonlinear wind turbine system model is approximated by a T-S fuzzy model. Therefore, a case study is given to show the steps of developing a T-S fuzzy wind turbine model. In order to detect and isolate sensor faults, a T-S fuzzy observer based on online eigenvalue assignment is then proposed and the residual generated from this fuzzy observer is used for FDI. A baseline controller based on T-S fuzzy MPC is designed to take into account the非linearity and the constraints in the wind turbine system. Simulation results are given to demonstrate the performance of the proposed AFTC scheme.

The contributions of this Chapter are: (1) design of a T-S fuzzy observer using online eigenvalue assignment, (2) an FDI method for wind turbine sensor faults by analyzing the characteristic of residual signals, and (3) a T-S fuzzy MPC approach for wind turbine control.

Chapter 6 focuses on another approach of AFTC for wind turbine sensor faults. A special application scenario with insufficient hardware redundancy is considered in this approach. Both analytical and hardware redundancies in the turbine system are utilized to design this AFTC scheme. The overall wind turbine is divided into two subsystems.
(1) a driver train subsystem and (2) a combined generator and pitch subsystem. An FDI unit is designed for the drive train subsystem and an FE unit is designed for the combined generator and pitch subsystem. Finally, simulation results are given to show the performance of the proposed AFTC scheme.

The contributions of this Chapter are: (1) design of a descriptor observer for generator torque sensor fault estimation, (2) an AFTC scheme for wind turbine sensor faults utilizing analytical redundancy and limited hardware redundancy.

**Chapter 7** focuses on the design of an AFTC scheme for wind turbine actuator faults. A novel FE unit based on T-S fuzzy moving horizon estimation (MHE) is proposed in this approach. This Chapter commences by presenting the concept and basic principle of MHE. Following this, the T-S fuzzy MHE combining MHE and T-S fuzzy modelling is proposed to estimate actuator faults. The estimated faults are then compensated by a T-S fuzzy MPC. Simulation results are then given to demonstrate the performance of the proposed AFTC scheme.

The contributions of this Chapter are: (1) a method for wind turbine actuator fault estimation using T-S fuzzy MHE, and (2) an AFTC approach for actuator fault tolerant control of wind turbines based on combined fuzzy MPC and MHE.

**Chapter 8** summarises the content of this thesis. The summary and conclusions of the contents in the previous seven Chapters are given. The relation between different Chapters is also described. Finally, possible future research directions arising from this thesis are discussed.
Chapter 2: Fault tolerant control of wind turbines

This Chapter reviews the recent development of FTC for wind turbines. First of all, the motivation of research into FTC of wind turbines is explained and discussed in Section 2.1. Secondly, the faults in wind turbines are classified and explained in Section 2.2. Thirdly, various wind turbine FTC approaches are reviewed in Section 2.3. Fourthly, the motivation of the thesis is presented in Section 2.4. Finally, the conclusions are drawn in Section 2.5.

2.1 Introduction

Since 2000, the power capacity of wind turbines has been growing quickly from a few hundred kilowatts to several megawatts due to increasing global demand for more renewable power. The size of wind turbine structure and the complexity of wind turbine hardware are also increasing greatly to meet the need of high power production. A significant number of offshore wind turbines are still being constructed in wind farms throughout Europe, Asia, north American and elsewhere (Global-Wind-Energy-Council, 2014).

Figure 2-1 Wind turbine accidents to 2013 (Anonymous, 2013a)
However, the growing wind turbine size and complexity poses a challenge for wind turbine reliability. The number of hardware components in a wind turbine increases when the turbine complexity is growing. Thus faults can occur in more wind turbine components and consequently the number of wind turbine accidents due to faults in the components is also increasing. As Figure 2-1 shows, the number of turbine accidents in recent years has increased steadily due to the increasing turbine complexity and growing number of installed turbines. Hence the operation reliability of wind turbines has become a major topic of interest in recent years. FTC of wind turbines is one of the practical techniques to improve wind turbine operation reliability (Pourmohammad and Fekih, 2011). This situation has stimulated research into FTC of wind turbines.

Another motivation of research into FTC of wind turbines is to enhance wind turbine operating efficiency in order to limit additional cost of wind turbines operation. The amount of power produced by a wind turbine can decrease due to faults. Furthermore, a failure in the wind turbine system can result in several months of turbine downtime. However, from an economic viewpoint, the loss of income due to a power decrease or wind turbine downtime is not acceptable by wind farm owners. Therefore, FTC techniques can serve as a precaution to avoid loss of income due to faults or failures.

Difficulty in wind turbine maintenance is also a motivation for developing wind turbine FD/FTC systems. The structure of modern megawatt level wind turbines is very large and high and thus the mechanical and electrical components in the turbine nacelle are not easily approached by maintenance personnel, as shown in Figure 2-2.

Figure 2-2 Wind turbine maintenance (Anonymous, 2013b)
Maintenance work is hard to conduct and is also expensive for these very large wind turbines. This is because ships or helicopters may be needed to support the maintenance operations as illustrated in Figure 2-2. Furthermore, the maintenance staff may not be able to access wind turbines due to severe sea weather conditions in the case of offshore wind turbine maintenance. This harsh operating scenario offers an important opportunity for the development and implementation of FTC systems for wind turbines. These FTC systems can increase turbine reliability and sustainability by reacting to turbine malfunctions and thus decrease the probability of required maintenance. Furthermore, the FDI or FE unit within these FTC systems can be used to remotely monitor the turbine status and limit the need of human operator intervention.

The reliability of wind turbine components is impacted by environmental factors like the temperature variation and the humidity change. Meanwhile, wind turbines are exposed to all kinds of weather conditions, such as snow, icing, lighting, hail, storm and salty corrosion (for offshore wind turbines). These weather conditions will decrease turbine reliability and shorten the lifetime of turbine components. Therefore, the occurrence of faults in turbine systems is inevitable due to the above environmental factors and weather conditions. This situation is a strong motivation for research into FTC of wind turbines.

2.2 Faults in wind turbine systems

The impact of different faults on wind turbines is different (Lu, Li, Wu and Yang, 2009). Some faults result in wind turbine system shut down or even turbine destruction. Some other faults are less severe and result in malfunction of the turbine systems, decreasing power conversion performance. Faults in a wind turbine system can be classified into actuator faults, sensor faults and component faults as described in Section 1.4.1. These three types of faults are described and discussed as follows.

2.2.1 Wind turbine actuator faults

Actuators are crucial for wind turbine operation since they directly influence wind turbine power production. Actuator faults of wind turbines can occur in turbine actuators such as the pitch system, the yaw system and the power convertor in the generator system. In this thesis, the pitch system and the power converter in the
generator system are considered. There are various causes for wind turbine actuator faults in these two locations. These causes can be classified into two categories: (1) internal causes due to the components in the wind turbine (2) external causes due to environmental factors. Generally, actuator faults result in an offset or change in actuator dynamics (Odgaard, Stoustrup and Kinnaert, 2013).

Environmental factors can be the external causes for actuator faults. Accumulated dirt and ice on turbine blades can result in an offset in the turbine pitch actuation signal. An illustration of icing on turbine blades is shown in Figure 2-3. The pitch actuator system is frequently affected by these factors during its lifetime. Meanwhile, rotor imbalance and asymmetry of the turbine blades caused by inaccurate manufacturing considerably affect the pitch actuator system (Lu, Li, Wu and Yang, 2009).

![Icing on wind turbine blades](Anonymous, 2011b)

Figure 2-3 Icing on wind turbine blades (Anonymous, 2011b)

The internal source of pitch actuator faults is the hydraulic system or the electrical motor in charge of turbine blade movement. The hydraulic system in the wind turbine is prone to failure. From the year 2000 to 2004, 13.3% of the wind turbine failures in Sweden were due to the hydraulic system according to a study on Swedish wind farm (Ribrant and Bertling, 2007). Faults in the hydraulic system can be due to pressure drop or air content in the oil. The pressure drop is generally due to a blocked pump or leakage in a hose (Odgaard, Stoustrup and Kinnaert, 2013). Air content in the oil is inevitable since there will always be some air in the hydraulic oil. Both the pressure drop and air contamination will change the dynamics of the pitch system.

Generally, actuator faults in the power convertor of the generator system are due to internal causes. Defects in semiconductor devices are major internal causes of the power
converter fault (Lu, Li, Wu and Yang, 2009). Another cause of converter faults is the imprecise estimation of the converter torque, which can result in an offset torque (Odgaard, Stoustrup and Kinnaert, 2013).

2.2.2 Wind turbine sensor faults

There are various sensors to monitor the wind turbine and provide feedback for the turbine controller. These sensors are used to measure blade pitch angle, blade rotating speed, wind speed, generator speed, generator torque, etc. There are both electrical and mechanical causes for sensor faults. Environmental factors can also be possible causes of sensor faults. These faults can result in decreased control performance since the feedback signals in the wind turbine control loop are provided by these sensors.

Environmental factors can influence some sensors mounted on the surface of a wind turbine. Severe weather like lighting, hail and icing are all possible causes of sensor faults. Meanwhile, some sensors are sensitive to environment parameters such as temperature and humidity. Changes of these parameters can result in offsets of sensor outputs.

Mechanical or electrical failures can also result in sensor faults. Some measurements in the wind turbine are obtained with encoders. These encoders can be faulty due to electrical or mechanical failures. A faulty encoder will result in gain factor errors or fixed (unchanged) measurement values. For example, the occurrence of gain factor error fault in a rotor speed sensor can be due to encoders reading more marks on the rotating part, which can happen due to accumulated dirt on the rotating part (Odgaard, Stoustrup and Kinnaert, 2013).

2.2.3 Wind turbine component faults

The component faults are generally located in the turbine drive train system. Most component faults in the drive train system are due to mechanical reasons. These faults are from the gear box, shaft and bearing. Generally, faults in the drive train system require time-consuming and costly maintenance. Drive train faults occur frequently and many fault diagnosis or condition monitoring techniques are proposed to reduce the impact of these faults (Hyers et al., 2006; Wilkinson, Spinato and Tavner, 2007; Amirat
et al., 2009; Hameed et al., 2009). The main challenge is to detect and isolate faults that are beginning to develop before they become more serious.

Gear box faults caused by gear tooth damage are common in the drive train system, as shown in Figure 2-4. Gear tooth damage can be due to offset and eccentricity of tooth wheels (Lu, Li, Wu and Yang, 2009). Furthermore, tooth wear always exists due to the heavy stress on tooth wheels. Gear box faults inevitably result in gear ratio changes.

![Figure 2-4 Gear tooth damage (Anonymous, 2011a)](image)

The drive train system bearings are also likely to be faulty (Hameed et al., 2009). Fatigue and wear due to heavy loads are inevitable. Moreover, pitting and impending cracks are also causes of faults. These faults will result in changes in dynamics of the drive train system.

The friction coefficient in the drive train changes slowly with time and can evolve over months or years. This change can also result in changes in dynamics of the drive train system.

2.3 **FTC approaches for wind turbine systems**

Research on FTC for wind turbines has been stimulated since the introduction of a wind turbine benchmark model proposed to provide a common platform for wind turbine research, i.e. a 4.8MW wind turbine benchmark model developed by KK-electronics and Aalborg university (Odgaard, Stoustrup and Kinnaert, 2009). A second wind turbine benchmark model has also been introduced (Odgaard and Johnson, 2012), which is based on a 5MW wind turbine system model made by the US National Renewable
Energy Laboratory (Jonkman and Buhl Jr, 2005). The two benchmark systems outlined here are widely accepted in the community of wind turbine FTC research. In recent years, several reviews of FTC and FDI for wind turbine systems appeared to summarize the methods proposed so far (Amirat et al., 2009; Hameed et al., 2009; Pourmohammad and Fekih, 2011; Badihi, Zhang and Hong, 2013).

Before the proposal of the above two wind turbine benchmark models, most research effort were made in the area of FD/condition monitoring methods for wind turbine systems rather than FTC methods. These FD/condition monitoring methods involve signal processing, model-based or data-driven techniques (Donders, Verdult and Verhaegen, 2002; Changzheng, Changcheng, Yu and Nan, 2005; Guérin, Druaux and Lefebvre, 2005; Ding et al., 2007; Liu, Xu and Yang, 2008).

So far, only a limited number of studies on FTC of wind turbines have appeared. Different approaches are used in these studies, including: T-S fuzzy modelling based approaches (Kamal, Aitouche, Ghorbani and Bayart, 2012; Sami and Patton, 2012b; Badihi, Zhang and Hong, 2014), LPV control based approaches (Sloth, Esbensen and Stoustrup, 2010; Chen, Shi and Patton, 2013), predictive control based approaches (Yang and Maciejowski, 2012; Soliman, Malik and Westwick, 2012) and sliding model-based approaches (Sami and Patton, 2012d; Schulte, 2014). Generally, these FTC methods are either based on residual-based FDI methods or FE methods. Using an FDI unit, the faulty actuators or sensors can be identified and the control system can reconfigure by switching to redundant healthy sensors or actuators if hardware redundancy is available. Alternatively, fault compensation can be achieved using an FE unit and the estimated faults are effectively “hidden” or compensated in the control system. Both the residual-based FDI methods and FE based methods are proven to be effective approaches for AFTC of wind turbines.

There are only a limited number of studies on wind turbine FTC methods and they all have appeared quite recently as mentioned above. Therefore, these studies are not rich enough to be reviewed in a systematic way. However, they can still be reviewed as below according to different theoretical methods used in these wind turbine FTC approaches.
2.3.1 T-S fuzzy modelling based approach

Several approaches based on fuzzy modelling have been used in the AFTC of wind turbine systems. Fuzzy modelling in these approaches is generally utilized to deal with the nonlinearity in the turbine model.

In (Badihi, Zhang and Hong, 2014), a T-S fuzzy model-based approach is proposed for FDI and AFTC for wind turbine actuator faults. First of all, a gain scheduling proportional integral (PI) controller based on a fuzzy gain scheduling technique is designed for the nonlinear wind turbine system. This controller has an extra input of change in tracking error in order to improve control performance for the wind turbine. This extra input achieves a better description of the dynamics of the wind turbine system and provides some level of prediction of system behaviour to facilitate control. Then, a remedy strategy to prevent the propagation of faults and system failure is proposed, which is based on a signal correction algorithm. Based on this remedial strategy, a residual-based FDI is designed for wind turbine sensor faults.

Another approach based on fuzzy modelling is proposed in (Kamal, Aitouche, Ghorbani and Bayart, 2012), in which sensor fault tolerant control of wind turbines subject to model parameter uncertainty is considered. In this approach, a set of local linear models with parameter uncertainty are derived by analyzing the wind turbine operating region. A T-S fuzzy model of the wind turbine is then built based on the local linear models. The parameter uncertainty in the turbine system is considered in this T-S fuzzy model. Based on this fuzzy model, a bank of T-S fuzzy observers is designed as the FDI unit. Each fuzzy observer is driven by a single sensor output to generate the estimated outputs. The difference between the real outputs and estimated outputs is used as the residual signal to identify and isolate sensor faults. When one sensor becomes faulty, the residual generated using the faulty sensor will increase while the residuals generated using the healthy sensors will remain unchanged. Therefore, FDI is achieved by comparing the residual amplitude generated from different observes (i.e. the sensor generating largest residual is the faulty sensor). FTC is realized by switching to the observer generating the smallest residual (i.e. the observer based on healthy sensors). Furthermore, a robust fuzzy controller is proposed in this approach as the FTC unit. Stability analysis of the fuzzy controller considering parameter uncertainty and wind
disturbance is also given. Meanwhile, linear matrix inequities (LMI) are used to acquire the feedback gain of the fuzzy controller.

In (Sami and Patton, 2012b), an AFTC approach combining FE with T-S fuzzy modelling for a wind turbine is presented for wind turbine sensor faults. A T-S fuzzy model of the wind turbine system is derived from a set of local linear models in this approach in order to deal with the nonlinear dynamics in the turbine system. Then, an adaptive fuzzy observer is designed to estimate the system states and sensor faults simultaneously. An LMI method to assign the eigenvalues of the fuzzy observer gain into a disc region in the complex plane is also proposed. FTC is achieved through deducting the estimated fault from the output of the faulty sensor. Finally, a dynamic output feedback fuzzy controller is proposed as the baseline controller for the wind turbine. The LMI method is used again to prove the stability of the fuzzy controller. Both the controller and observer designs in this AFTC scheme are robust against errors in the wind speed measurement.

### 2.3.2 LPV control based approach

In (Sloth, Esbensen and Stoustrup, 2010), an LPV approach to wind turbine FTC for pitch actuator faults is presented. Both AFTC and PFTC schemes based on LPV control are proposed. First of all, the LPV model of the wind turbine system is built through linearizing the nonlinear wind turbine model and choosing some parameters as the scheduling parameter. For the PFTC LPV control, the fault is treated as the unknown scheduling parameter and results in unknown disturbance. Therefore, the wind turbine controller is designed to be robust against this disturbance through LMI methods. For the AFTC LPV control, an FD unit is used to estimate the faults. This FD unit is designed from a multiple-model estimation approach using an extended Kalman filter. The estimated fault is then used as the scheduling parameter. Again, LMI methods are used to design the controller. This LPV approach is further developed in (Sloth, Esbensen and Stoustrup, 2011) to design a robust LPV controller, which is robust against parameter uncertainty in the LPV model. This uncertainty is due to the mismatch between the LPV model and the original nonlinear turbine model.
In (Chen, Shi and Patton, 2013), an LPV fault tolerant control approach for hydraulic pitch actuation fault of a wind turbine system with independent pitch actuators is proposed. Two actuator fault scenarios are considered. The first scenario considers the pitch actuator stuck at a fixed value and the second scenarios considers the component fault in the pitch actuation system. For the first fault scenario, An FE unit based on $H_\infty/H_\infty$ robust theory is proposed to estimate the actuator fault of fixed value. FE is achieved using a $H_\infty$ fault sensitivity index and the robustness is achieved through maximizing the $H_\infty$ performance of a transfer matrix between the estimated fault and the combination of modelling uncertainty and sensor noise. For the second fault scenario, an adaptive observer is proposed as the FE unit to deal with the component fault in the actuation system. Based on the above FE units, fault compensation is achieved using a ‘fault hiding’ approach. The control strategy in this AFTC approach is a combination of an on-line redesign LPV feedback and feedforward.

An LPV approach using the idea of virtual sensors is proposed for FTC of wind turbine sensor faults in (Rotondo, Puig, Acevedo Valle and Nejjar, 2013). In this approach, the nonlinear wind turbine model is approximated with a LPV model. A bank of virtual sensors is then designed to expand the set of physical sensors. A state observer is designed for the wind turbine LPV model using LMI technique. Meanwhile, a parameter is introduced to select from the physical and virtual sensors to be used by the observer. Fault tolerance is achieved through estimating and compensating the fault.

### 2.3.3 Predictive control based approach

A hierarchical control scheme via predictive control for wind turbine sensor and actuator faults is presented in (Yang and Maciejowski, 2012). This hierarchical scheme comprises a model predictive pre-compensator, an FDI unit, a global model predictive controller and a supervisory controller. The pre-compensator is a predictive controller, which is used to compensate and hide the effect of faults such that the global controller can be used as a baseline controller without the need to consider faults. Fault estimation and model reference technique are used in the pre-compensator design in order to ensure the compensated system has dynamic behaviour close to a reference model. Constraints on the wind turbine system are also considered in this approach. The global
controller is a nonlinear model predictive controller and serves as the baseline controller for the wind turbine. Meanwhile, a supervisor control is proposed and used to supervise the low level controllers to adjust the system constraints and cost functions of the low level predictive controllers. An FDI unit is used in this scheme to provide information on faults to the supervisor controller.

In (Soliman, Malik and Westwick, 2012), a subspace predictive control approach is proposed for wind turbine actuator FTC. In this approach, a subspace identification method is used to identify the wind turbine model. Moreover, only input and output data are used for model identification and thus the knowledge of the state space model of the wind turbine is not needed. Integral action is considered in the subspace identification to achieve offset-free tracking in the presence of piecewise constant disturbance. The identified model is online updated such that the model is adaptive to system dynamic changes resulting from actuator faults. This updated model is used as the prediction model and a predictive control algorithm is used to solve an optimization problem in order to calculate the control input.

2.3.4 Sliding mode based approach

In (Sami and Patton, 2012d), a sliding mode control scheme is proposed for sensor FTC of wind turbines. A robust linear descriptor observer is proposed in this scheme to simultaneously estimate system states and sensor faults. The estimated aerodynamic torque is used as the input to the observer. However, this estimation is inaccurate. Therefore, the observer is designed to be robust against the uncertainty due to inaccurate estimation. A sliding mode controller is then proposed as the baseline controller to deal with model uncertainty.

A sliding mode observer based FTC system for actuator and sensor faults of wind turbines is presented in (Schulte, 2014). In this approach, a Takagi-Sugeno sliding mode observer is used as the FDI unit to estimate faults of the nonlinear wind turbine system. Disturbances, actuator faults and sensor faults are all considered in the observer. FTC for actuator faults is realized by subtracting the estimated actuator faults from the required control input. FTC for sensor faults is also realized by subtracting the estimated sensor faults from faulty sensor outputs. Stability of the fault tolerant control system is
proved with a Lyapunov function derived from the T-S fuzzy model of the wind turbine system.

### 2.4 Motivation of the thesis

As discussed in Section 2.3, research into FTC of wind turbines has only been stimulated quite recently with limited numbers of research results. Thus this research area is in an early stage which needs more research effort. Therefore, this thesis proposes some new approaches for FTC of wind turbines in order to make more academic contribution in this new research area.

Research into FTC for wind turbines has been conducted in the university of Hull for two years with some research results (Sami and Patton, 2012d; Sami and Patton, 2012a; Sami and Patton, 2012b; Shaker and Patton, 2014). However, these FTC approaches are all designed for wind turbine operating in the region below rated wind speed. Therefore, this thesis aims to develop further research into FTC of wind turbines based on the previous research results, in order to design new FTC approaches for wind turbine operating in the both regions below and above rated wind speed.

Furthermore, there are some unsolved problems or challenges in this research area. For example, FTC for wind speed sensor faults is seldom considered in this research area although these sensors are important for wind turbine operation, which is explained in Chapter 4. Therefore, this research problem is addressed in this thesis and a FTC scheme for wind speed sensor faults is proposed as a potential strategy for safe operation of wind turbines in the presence of sensor faults.

A motivation for using wind turbine control strategies based on MPC in this thesis is that the wind turbine system constraints can be considered in the framework of MPC. It should be noted that the constraints in a wind turbine system is a practical issue that should be considered. However, this issue is not considered in most of the wind turbine FTC approaches reviewed in the previous Section, except for the predictive control based approaches in Section 2.3.3. Therefore, the FTC schemes proposed in this thesis incorporate controller design based on MPC since this thesis focuses on the application of FTC to wind turbines and thus the practical issues of constraints encountered in the real application scenario should be considered.
2.5 Conclusions

In this Chapter, the motivation for research into FTC of wind turbines is introduced. It is shown that research in this area is motivated by practical concerns including reliability, maintenance and operation cost. These concerns are raised due to the fast development of wind turbine industry in recent years.

After the introduction of the research motivation, the potential faults in different locations of the wind turbine system and the causes for these faults are then presented in order to show the practical research challenge of FTC for wind turbines.

Finally, various FTC methods are reviewed. It can be seen from these methods that approximating the nonlinear wind turbine system with simpler forms of model (i.e. T-S fuzzy model or LPV model) is an effective approach for FD/FTC design. FDI based on residual generation is used in some methods to identify and isolate faults. On the other hand, fault estimation based methods are also used to directly estimate the fault without referring to the residual such that FTC can be realized by compensating the estimated faults.
Chapter 3: Wind turbine modelling and control

3.1 Introduction

In this Chapter, The nonlinear model of a realistic 4.8 MW variable speed wind turbine is described. This model is based on a wind turbine benchmark model proposed in (Odgaard, Stoustrup and Kinnaert, 2009), which is proposed for comparisons between different wind turbine FD/FTC approaches. The model in this Chapter is used in this thesis to design the FD/FTC methods for wind turbine systems. Following the description of this model, the principles of wind turbine system operation are presented. Meanwhile, the wind turbine dual control goals problem involving operation in the regions below and above rated wind speed is also explained.

The remainder of this Chapter is organized as follows: The modelling of the wind turbine is described in Section 3.2. The system constraints that should be satisfied to operate the wind turbine are presented in Section 3.3. Modelling aspects of various wind turbine faults are described in Section 3.4. The operation principles of the wind turbine, together with the control goals in the two wind turbine operating regions, are explained in Section 3.5 in order to outline the challenges to be met by the wind turbine controller design. Conclusions are drawn in Section 3.6.

3.2 Wind turbine modelling

The wind turbine system considered in this thesis comprises three subsystems, i.e. the generator subsystem, the drive train subsystem and the pitch subsystem. The modelling of these three subsystems presented in this Section is based on a benchmark wind turbine model described in (Odgaard, Stoustrup and Kinnaert, 2009; Odgaard, Stoustrup and Kinnaert, 2013). The modelling of the aerodynamic characteristic of the wind acting on the turbine blades is also shown in this Section. The FTC schemes presented in Chapters 4, 5, 6 & 7 are designed based on the overall wind turbine model comprising the models of the three subsystems and the aerodynamic model. The different subsystems within a wind turbine are illustrated in Figure 3-1.
Besides the control system for the overall wind turbine, there is another control system for the electrical power converter in the generator subsystem. Since this electrical system has faster dynamics than the overall wind turbine, it is not considered here. Hence, this thesis is able to focus on the control problem at the wind turbine system level without ignoring important factors. There is also a yaw pointing control system that is excluded from the overall wind turbine control system design and it is assumed to be functioning correctly and independently.

### 3.2.1 Pitch model

The hydraulic pitch system is used for changing the wind turbine blade pitch angle. It can be modelled as a second order transfer function as follows (Merritt, 1967):

\[
\frac{\beta(s)}{\beta_r(s)} = \frac{\omega_n^2}{s^2 + 2\zeta\omega_n s + \omega_n^2}
\]

where \(\zeta\) is the damping factor and \(\omega_n\) is the natural frequency. \(\beta\) is the turbine blade pitch angle in degrees and \(\beta_r\) is the corresponding reference pitch angle.
3.2.2 Generator model

The generator subsystem produces generator torque to influence the rotation speed of turbine blades. Its dynamics are modelled with a first order transfer function given as:

\[
\frac{T_g(s)}{T_{g'}(s)} = \frac{\alpha}{s + \alpha}
\]  

(3-2)

in which \( T_g \) is the generator torque and \( T_{g'} \) is the reference torque.

The generated electrical power is given as

\[
P_g = \eta_g \omega_g T_g
\]  

(3-3)

where \( \omega_g \) is the generator rotating speed, \( \eta_g \) is the generator efficiency and \( P_g \) is the power produced by the generator.

3.2.3 Drive train model

The wind turbine drive train subsystem represents the turbine rotor shaft and the generator shaft coupled with a gear box. Therefore, drive train subsystem can be modelled by means of a two-mass inertia model given as:

\[
\begin{bmatrix}
\dot{\omega}_r \\
\dot{\omega}_g \\
\dot{\theta}_\Delta
\end{bmatrix} = \begin{bmatrix}
A_{dt} & 0 & B_{dt}
\end{bmatrix} \begin{bmatrix}
\omega_r \\
\omega_g \\
\theta_\Delta
\end{bmatrix} + \begin{bmatrix}
T_a \\
T_g
\end{bmatrix}
\]

(3-4)

in which \( T_a \) is the aerodynamic torque resulting from wind acting on the turbine blades. \( A_{dt} \) and \( B_{dt} \) are the state space matrices given as:

\[
A_{dt} = \begin{bmatrix}
-\frac{S_{dt} - B_r}{J_r} & \frac{S_{dt}}{N_g J_r} & -\frac{K_{dt}}{J_r} \\
\frac{\eta_{dt} S_{dt}}{N_g J_g} & -\frac{\eta_{dt} S_{dt} - B_g N_g^2}{N_g^2 J_g} & \frac{\eta_{dt} K_{dt}}{N_g J_g} \\
1 & -\frac{1}{N_g} & 0
\end{bmatrix}
\]
where $J_r$ and $J_g$ are the rotor and generator moments of inertia. $B_r$ and $B_g$ are the rotor and generator external damping coefficients, $S_{dt}$ is the torsion damping coefficient, $N_g$ and $\eta_{dt}$ are the gear ratio and drive train efficiency and $K_{dt}$ is the torsion stiffness. $\omega_r$ is the turbine rotor speed and $\theta_\lambda$ is the torsion angle of the drive train.

### 3.2.4 Aerodynamic model

The aerodynamic model represents the aerodynamic torque resulting from the wind acting on the turbine blades. It is given as (Burton, Jenkins, Sharpe and Bossanyi, 2011):

$$T_a = \sum_{i=1}^{3} \frac{1}{6} \rho \pi R^3 C_q(\lambda, \beta) v^2$$

(3-5)

where $\rho$ and $R$ are the air density and radius of the turbine blades which are given constants. $v$ is the effective wind speed (EWS) and $C_q$ is the nonlinear torque coefficient as a function of $\beta$, and the tip-speed-ratio $\lambda$, computed by:

$$\lambda = \frac{\omega_r R}{v}$$

(3-6)

As shown in (3-5), the overall aerodynamic torque is the sum of the aerodynamic torque acting on each of the three blades.

A simpler aerodynamic model which is widely used in the literature is given as:

$$T_a = \frac{1}{2} \rho \pi R^3 C_q(\lambda, \beta) v^2$$

(3-7)
The model in (3-7) is based on two assumptions. First of all, the aerodynamic torque acting on each blade is equal to one third of the overall aerodynamic torque. Secondly, collective pitch control is used in the wind turbine control system (i.e., the pitch angle of all the blades is always controlled to be equal).

The overall wind turbine system model is a nonlinear model and can be acquired by combining all the subsystem models described above. As shown in (3-6) and (3-7), the nonlinearity of the wind turbine model comes from the aerodynamic torque, which is a highly nonlinear function of $\beta$, $v$ and $\omega_r$.

A nonlinear dynamic model of the overall wind turbine system can be used to design model-based control systems. This nonlinear model is obtained by reformulating (3-1) and (3-2) into state space form and combining them with (3-4) and (3-7):

$$\dot{x} = f(x,u,v)$$  
$$y = Cx$$  

(3-8)

in which $x = [\omega_r \ \omega_g \ \theta_a \ \beta \ \beta \ T_g]^T$, $y = [\omega_g \ \beta \ T_g]^T$, $u = [T_{gr} \ \beta_r]^T$ and $v$ is the EWS. $C$ is a constant output matrix, which is determined by the sensors used in the FTC/FD system. When the generator speed sensor, pitch angle sensor and generator torque sensor are used, $C$ becomes:

$$C = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

All the parameters of the turbine model described in this Section are obtained from the benchmark model (Odgaard, Stoustrup and Kinnaert, 2009) and shown in Table 3-1.

**Table 3-1 Parameters of wind turbine model**

<table>
<thead>
<tr>
<th>Pitch model</th>
<th>Generator and convertor model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>0.6</td>
<td>50 rad/s</td>
</tr>
<tr>
<td>$\omega_g$</td>
<td></td>
</tr>
<tr>
<td>11.11 rad/s</td>
<td></td>
</tr>
</tbody>
</table>


### Drive train model

<table>
<thead>
<tr>
<th>$\eta_d$</th>
<th>0.98</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_d$</td>
<td>9.45 N·m·s/rad</td>
</tr>
<tr>
<td>$B_r$</td>
<td>0 N·m·s/rad</td>
</tr>
<tr>
<td>$B_x$</td>
<td>0 N·m·s/rad</td>
</tr>
<tr>
<td>$N_s$</td>
<td>95</td>
</tr>
<tr>
<td>$K_d$</td>
<td>$2.7 \times 10^9$ N·m/rad</td>
</tr>
<tr>
<td>$\eta_d$</td>
<td>0.97</td>
</tr>
<tr>
<td>$J_u$</td>
<td>390 kg·m$^2$</td>
</tr>
<tr>
<td>$J_r$</td>
<td>$5.5 \times 10^7$ kg·m$^2$</td>
</tr>
</tbody>
</table>

**Remark 3-1:** The EWS in (3-7) is a theoretical value, which is the averaged wind speed over the rotor disc. It is therefore an immeasurable variable. In practice, EWS is approximated by the measurement from wind speed sensor located at top of the turbine nacelle. Alternatively, EWS can also be estimated using various approaches (Østergaard, Brath and Stoustrup, 2007; Xu, Hu and Ehsani, 2012; Sami and Patton, 2012a)

### 3.3 Wind turbine system constraints

Real wind turbine systems have constraints due to the hardware limitations in wind turbines. For example, the pitching angle of a rotor blade can only be changed within a limited range due to the physical limitations of the pitch hydraulic actuation system. Furthermore, the rate of change of pitch angle is also limited due to the hardware specification of the hydraulic system. Some other constraints are applied for safety reasons, such as the turbine generator speed which is not allowed to exceed the maximum generator speed for safe operation.

Constraints in the generator subsystem affect the allowed range of the generator torque. This torque is produced by the power convertor and thus the hardware specification of the power converter determines the range of the generator torque. The generated electrical power is also limited to the rated generator power for safety reasons.

However, some of the wind turbine control approaches in the literature do not consider these practical constraints in the wind turbine system.

The following constraints are used in the wind turbine model presented in this Section.
Table 3-2 Constraints of wind turbine model

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_r$</td>
<td>[-2 degree, 90 degree]</td>
</tr>
<tr>
<td>$\Delta \beta_r$</td>
<td>[-9 degree/s, 9 degree/s]</td>
</tr>
<tr>
<td>$T_{sr}$</td>
<td>[0 N-m, 36000 N-m]</td>
</tr>
<tr>
<td>$\Delta T_{sr}$</td>
<td>[-12500 N-m/s, 12500 N-m/s]</td>
</tr>
</tbody>
</table>

3.4 Modelling of faults

A model-based control system can be designed based on the standard wind turbine model (3-8). However, this control system is only suitable for wind turbine control in the fault-free case since faults are not considered. If an AFTC system is designed for wind turbines, the modelling of faults should be taken into account.

Therefore, model-based AFTC approaches for wind turbines are always based on a more complex model combining both the standard wind turbine model (3-8) and the model of faults. There are three types of fault model corresponding to (1) a sensor fault, (2) an actuator fault and (3) a component fault. Either one of the three types of fault model can be combined with (3-8) to design an AFTC system for wind turbines. For example, the actuator fault model should be combined with (3-8) in order to design an AFTC system against actuator faults. Moreover, more than one type of fault model can be used to combine with (3-8) if the AFTC system is designed to deal with more than one type of fault, e.g. both actuator and sensor fault models can be combined with (3-8) to design an AFTC system in order to deal with both actuator and sensor faults simultaneously in wind turbines.

3.4.1 Sensor fault

A wind turbine model making use of a sensor fault model is used in AFTC for wind turbine sensor faults. This reformulated model is shown in the following form:

$$\dot{x} = f(x, u, v)$$

$$y = Cx + f_s$$  \hspace{1cm} (3-9)

in which $f_s$ is a vector representing the sensor faults.
As shown in (3-9), modelling of sensor faults show up in the form of an added quantity to the outputs, which is often referred to as additive faults. There is another type of sensor fault known as multiplicative faults representing gain factor errors in sensor outputs. However, it is shown in (Chen and Patton, 1999) that the multiplicative sensor fault can be simply transformed into an additive sensor fault and thus only additive sensor faults need be considered in this thesis.

### 3.4.2 Actuator fault

A turbine model making use of an actuator fault model is used in AFTC for wind turbine actuator faults. This reformulated model is shown in the following form:

\[
\begin{align*}
\dot{x} &= f(x, u + f_a, v) \\
y &= Cx
\end{align*}
\]  

(3-10)

where \( f_a \) represents the actuator fault.

The actuator fault shows up in the form of an added quantity to the wind turbine inputs. In the literature, there is also multiplicative actuator fault representing gain factor errors in the actuator (Isermann, 2006), which is given as:

\[
\begin{align*}
\dot{x} &= f(x, (1 + \Delta)u, v) \\
y &= Cx
\end{align*}
\]  

(3-11)

Where \( \Delta \) is the fault parameter representing the multiplicative actuator fault. (3-10) and (3-11) are equivalent in the sense of fault compensation, i.e. both additive and multiplicative actuator faults can be estimated by an FE unit and compensated by the FTC system.

If the turbine AFTC system is dealing with both actuator and sensor faults, the following model combining both the modelling of sensor faults and actuator faults can be used:

\[
\begin{align*}
\dot{x} &= f(x, u + f_a, v) \\
y &= Cx + f_s
\end{align*}
\]  

(3-12)
3.4.3 Component fault

Component faults are generally functions of states or inputs and thus will affect system stability (Ding, 2008). A general form of wind turbine model considering component faults is given as:

\[ \dot{x} = f(x, u, v) + f_c(x, u, v) \]

\[ y = Cx \tag{3-13} \]

where \( f_c(x, u, v) \) represents the component faults.

3.5 Wind turbine operation and control

3.5.1 Power characteristic of wind turbine

A wind turbine transforms the wind power into mechanical power. This mechanical power is further transformed into electrical power. However, only a portion of the wind power can be captured by the wind turbine. The captured wind power is given as:

\[ P_c = \frac{1}{2} \rho \pi R^2 v^3 C_p(\lambda, \beta) \tag{3-14} \]

in which \( P_c \) is the captured wind power and \( C_p(\lambda, \beta) \) is the power coefficient, which is a nonlinear function of the tip speed ratio \( \lambda \) and blade pitch angle \( \beta \). Furthermore, there is a theoretical maximum value of \( C_p(\lambda, \beta) \) given as (Abad, 2011):

\[ C_{p,\text{max}}(\lambda_{\text{opt}}, 0) = 59.3\% \tag{3-15} \]

where \( C_{p,\text{max}} \) is the maximum power coefficient, representing the maximum percentage of wind power that can be captured by the wind turbine. \( \lambda_{\text{opt}} \) is the optimal tip speed ratio, which is a given constant. For the wind turbine model considered in this Chapter, \( \lambda_{\text{opt}} = 6.5 \). (3-15) means that the maximum conversion efficiency from wind power to
the turbine mechanical power is achieved when the tip speed ratio is set to the optimal value $\lambda = \lambda_{opt}$, and pitch angle is set to $\beta = 0$.

The wind turbine operation regions are decided by the power characteristic of the turbine and the wind speed acting on the turbine. The power characteristic of the wind turbine when $\beta = 0$ is shown in Figure 3-2.

![Figure 3-2 power characteristic of the wind turbine when $\beta = 0$](image)

It is shown in Figure 3-2 that there is an optimal rotor speed $\omega_{r\_opt}(t)$ at which the maximum power coefficient is achieved and thus maximum power can be captured from the wind. This optimal rotor speed varies according to the variation of wind speed.

Figure 3-2 also implies that the higher the wind speed is, the more power the turbine can absorb from the wind. However, to ensure safe operation of the wind turbine, the captured wind power cannot exceed the rated generator power $P_{gr}$ greatly. Therefore, the captured wind power should be regulated around the rated power $P_{gr}$ in high wind speed operation. This is achieved by varying the pitch angle $\beta$ to decrease the power coefficient $C_p(\lambda, \beta)$ in (3-14) such that the captured wind power $P_c$ is below $P_{gr}$.
3.5.2 Wind turbine operation regions

A variable speed wind turbine operates in two operation regions (Wu, Lang, Zargari and Kouros, 2011; Odgaard, Stoustrup and Kinnaert, 2013), determined by the two speed thresholds as shown in Figure 3-2, i.e. cut in wind speed and the rated wind speed. The cut in wind speed is the threshold at which the wind turbine starts to operate and can capture enough power from the wind to compensate for the power loss in the turbine. The rated wind speed is the threshold at which the wind turbine starts to operate in full capacity and produce power at the level of rated generator power. When the wind speed is between the cut in wind speed and the rated wind speed, the wind turbine operates in the region called region below rated wind speed. On the other hand, when the wind speed is high and exceeds the rated wind speed, the wind turbine operates in the region called region above rated wind speed. If the wind speed becomes much higher than the rated wind speed, the turbine will pitch out of the wind and stop capturing power to prevent the turbine mechanical and electrical systems from overloading.

In the region below rated wind speed, the wind speed is low and the maximum power that can be captured from the wind is below the rated power of the generator. Therefore, the operation goal in this region is to make the turbine rotate at the speed of the optimal rotor speed $\omega_{r_{op}}(t)$ in order to produce as much power as possible, which is explained in Figure 3-2.

In the region above rated wind speed, the wind speed is high such that the absorbed wind power can exceed the rated generator power. Therefore, the goal of operation in this region is twofold: (1) regulating the captured wind power below the rated generator power for safety reasons and (2) regulating the generator rotating speed below the rated generator speed to prevent the generator from overspeed.

3.5.3 Wind turbine control

The wind turbine control goals in the two operation regions are different due to the two different operating principles described in Section 3.5.2. Therefore, the wind turbine control problem can be viewed as a dual control goal problem.
The relation between wind speed, rotor speed and tip speed ratio is shown as follows by reformulating (3-6) as:

$$\omega_f(t) = \lambda \frac{v(t)}{R}$$  \hspace{1cm} (3-16)

In the region below rated wind speed, the wind turbine control system tries to track the \( \lambda_{opt} \) such that \( C_{p_{max}} \) is achieved and thus maximum energy from the wind can be transformed into mechanical power, which is explained in (3-15). Tracking \( \lambda_{opt} \) is achieved if the turbine rotor speed \( \omega_f(t) \) tracks the optimal rotor speed \( \omega_{r_{opt}}(t) \) derived from (3-16):

$$\omega_{r_{opt}}(t) = \lambda_{opt} \frac{v(t)}{R}$$  \hspace{1cm} (3-17)

Therefore, the wind turbine control problem in the region below rated wind speed is a tracking problem. The controller manipulates the generator torque reference signal \( T_{gr} \) to drive the rotating speed of the wind turbine blades to follow the optimal rotating speed \( \omega_{r_{opt}}(t) \) for maximum power generation. Meanwhile, the pitch angle should be kept at zero degrees for maximum power conversion efficiency, which is explained in (3-15). Therefore, the pitch angle is regulated at \( \beta_{opt} = 0 \) by manipulating another control input \( \beta_r \). Hence, the overall control goal in this region is achieved by manipulating the two control inputs \( \beta_r \) and \( T_{gr} \) to control \( \beta \) and \( \omega_r \) such that \( \beta \) is regulated around \( \beta_{opt} = 0 \) and \( \omega_r \) is tracking \( \omega_{r_{opt}}(t) \).

In the region above rated wind speed, the controller manipulates the generator torque reference signal \( T_{gr} \) and the pitch angle reference signal \( \beta_r \) to reduce the captured wind power and keep it around the rated generator power \( P_{gr} \). Meanwhile, the generator speed should be regulated around the rated generator speed \( \omega_{gr} \). Therefore, the control goal in this region can be achieved by manipulating the two control inputs to control
two of the outputs $\omega_g$ and $T_g$ such that $\omega_g$ is regulated around the value of $\omega_{gr}$ and $T_g$ is tracking the optimal generator torque $T_{g_{opt}}(t)$ given as:

$$T_{g_{opt}}(t) = \frac{P_{gr}}{\omega_g(t)\eta_g} \quad (3-18)$$

(3-18) is derived from the torque and power relation in (3-3). (3-18) implies that controlling $T_g$ to track $T_{g_{opt}}(t)$ is an indirect way to regulate generated power around $P_{gr}$.

Multiple controller approaches may be used to deal with the above wind turbine dual control goal problem. Therefore, one controller can be designed for region below rated wind speed and another can be designed for region above rated wind speed. The wind turbine switches between the two controllers during operation. The rated wind speed can serve as the criterion for switching. The controller for the region above rated wind speed switches into operation when the wind speed exceed the rated speed and the other controller for the region below rated wind speed switches into operation when the wind speed goes below the rated wind speed.

In the literature, a more practical wind turbine controller switching criteria is proposed (Odgaard, Stoustrup and Kinnaert, 2013). In this approach, the switching is based on both the generated power and generator speed rather than the rated wind speed as described below.

The controller for the region above rated wind speed switches into operation if:

$$P_g(t) \geq P_{gr} \text{ or } \omega_g(t) \geq \omega_{gr}$$

The controller for the region below rated wind speed switches into operation if:

$$\omega_g(t) < \omega_{gr} - \Delta \omega$$

$\Delta \omega = 15$ is an offset providing for some hysteresis in order to avoid frequent switching of controllers. Hence, the simultaneous activation of the above two conditions is
avoided during the turbine operation. The wind turbine frequently switches between the two controllers during operation. This is because the captured wind power is a cubic function of wind speed as shown in (3-14). Therefore, $P_g$ varies greatly and exceeds or goes below $P_{gr}$ frequently with the changing wind speed. The schematic diagram of the wind turbine control system is shown in Figure 3-3.

However, it is shown in Chapters 5 that the wind turbine control in different operating regions can be achieved using a single controller in the framework of MPC.

### 3.6 Conclusions

In this Chapter, the modelling of a modern large variable speed wind turbine is presented. Models of all the three wind turbine subsystems and the blade aerodynamics are described. The wind turbine model is shown to be nonlinear due to the high nonlinearity of the blade aerodynamics. The turbine model presented in this Chapter is used in the simulation studies presented in Chapters 4, 5, 6 & 7 to test the proposed AFTC approaches in the presence of various wind turbine faults.

The modelling of turbine faults is also presented in this Chapter including modelling for actuator, sensor and component faults. These models of faults are important since model-based AFTC approaches are designed based on joint models combining the
original turbine model with the appropriate fault model(s). It should be noted that
different forms of fault (i.e. additive and multiplicative faults) are equivalent in some
FE approaches.

Finally, the turbine operating principles and control strategy is outlined in this Chapter.
It is shown that wind turbine control is a dual control goal problem since two different
control goals should be achieved within different operation regions. This dual control
goal problem should be taken into account for the turbine controller design.

The nonlinear wind turbine model described in this Chapter is simplified and linearized
in Chapter 4. Based on this simplified wind turbine system, an AFTC approach for wind
turbine operating in the region below rated wind speed is proposed to tolerate wind
speed sensor faults.
Chapter 4: FTC for wind speed sensor faults via LSSVM and robust MPC

4.1 Introduction

The wind speed sensor mounted on the top of the turbine nacelle is a special kind of sensor from the perspective of wind turbine control since it is used to provide the control system with the reference signal rather than a feedback signal.

Theoretically, the reference signal to be tracked by the controller is the optimal rotor speed and can be calculated from the EWS as shown in (3-17). However, the EWS is a variable that cannot be measured. Therefore, the measurement from the wind speed sensor is used in practice as an approximation to the EWS to calculate the approximated optimal rotor speed. Furthermore, this measurement can be calibrated to improve the accuracy of the approximated EWS (Odgaard and Johnson, 2012). The approximated optimal rotor speed is calculated as follows:

$$\hat{\omega}_{r\_opt}(t) = \lambda_{opt} \frac{v_{m}(t)}{R}$$  \hspace{1cm} (4-1)

where $v_{m}(t)$ is the measured wind speed from the wind speed sensor. $\hat{\omega}_{r\_opt}(t)$ is the approximated optimal rotor speed and is used as the reference signal to be tracked.

The wind speed sensor is prone to faults since it is located outside the turbine nacelle and affected by environmental factors. A strike by lightning can act as a typical cause of the wind speed sensor fault or even failure as shown in Figure 4-1.

Figure 4-1 Lightning strike on wind turbine
Furthermore, icing at low temperature is another cause of wind speed sensor faults. Salt corrosion is also a cause of faults for offshore wind turbines. In practice, there is always one or even two redundant wind speed sensors installed on the top of the wind turbine as a precaution against potential wind speed sensor faults or failures, as illustrated in Figure 4-2.

![Redundant wind speed sensors (Nordex, 2013)](image)

However, the sensor and its redundant counterpart are located in the same location in the turbine and thus exposed to the same environment factors. Therefore, these sensors are all prone to same potential faults and can even become faulty together. Furthermore, it is difficult to identify the faulty sensor. In the case of one wind speed sensor becoming faulty, the sensor fault can only be detected by comparing the measurement between the sensors. However, it's difficult to tell which sensor is faulty without using an FDI or FE unit. Thus the strategy of using only simple hardware redundancy has limited improvement in the reliability of wind speed sensors.

In this Chapter, an AFTC scheme for wind turbine operating in the region below rated wind speed is proposed for wind speed sensor faults. In this scheme, a practical FDI unit utilizing both available hardware redundancy (i.e. redundant wind speed sensor) and analytical redundancy (i.e. estimated EWS) is proposed for wind speed sensor faults. EWS estimation is achieved through the use of the least-squares support vector machine (LSSVM).

Based on the FDI unit, an AFTC approach through robust MPC is proposed. This MPC approach is robust against the estimation error of EWS. Besides, the constraints in the wind turbine system are also considered externally in this MPC approach.
The remainder of this Chapter is organized as follows: the principle of the LSSVM for function identification and classification is introduced in Section 4.2. FDI for wind speed sensor fault through LSSVM is presented in Section 4.3. The background and principle of MPC are described in Section 4.4. The wind turbine controller based on robust MPC is also proposed in Section 4.4. Simulation results of the designed AFTC scheme are shown in Section 4.5. Conclusions are drawn in Section 4.6.

4.2 Preliminary of least square support vector machine

The support vector machine (SVM) is a relatively new machine learning method originated in the late 1990s for function estimation and classification (Cortes and Vapnik, 1995; Vapnik, Golowich and Smola, 1997). It was developed from the areas of statistical learning and structural risk minimization (Vapnik, 1995). Nowadays, it is widely used in the areas of feature selection, regression and time series prediction (Wang, 2005; Wang, Men and Lu, 2008) due to its outstanding generalization performance. Compared with neural network approaches, SVM has several advantages. Firstly, it solves a convex optimization problem and thus the local minimum problem occurring in the neural network algorithm is obviated. Secondly, the number of hidden units in the SVM comes naturally from solving a convex optimization problem. On the other hand, the choice of the number of hidden units in a neural network is still based on experience rather than theoretical methods. Finally, the over-fitting problem of neural network can be avoided in SVM.

LSSVM is the least-squares version of SVM (Suykens et al., 2002). The algorithm of LSSVM is a quadratic programming problem with constraints and an infinite number of unknown parameters. However, the constrained quadratic programming problem can be transformed from the primal space into a dual space using the method of Lagrange multipliers so that the problem of an infinite number of unknown parameters can be avoided. The Mercer’s condition for mapping a low-dimensional space to a high dimensional space is applied during this transformation (Steinwart and Christmann, 2008).

Compared with SVM, the optimization problem solved by LSSVM is simpler. SVM solves an optimization problem with inequity constraints. Therefore, numerical methods
like interior point methods have to be used to solve this problem. This can result in a great burden in computation when a large quantity of training samples is used. However, LSSVM solves an optimization problem with equality constraints. It is shown in Section 4.2.1 that an analytical form of the solution for this optimization problem can be obtained if this problem is transformed into a dual space.

Another advantage of LSSVM is that it is easier to design a modified version of LSSVM due to its simpler formulation, such as a weighted LSSVM for improving the robustness in nonlinear function estimation (Suykens, De Brabanter, Lukas and Vandewalle, 2002).

LSSVM is widely used to deal with both static and dynamic problems while SVM is proposed for only static problems. Therefore, LSSVM is used in recurrent modelling (Suykens and Vandewalle, 2000) and optimal control (Suykens, Vandewalle and De Moor, 2001). Some control methods based on online LSSVM are also proposed in recent years (Wang, Zhang and Mao, 2012; Gao et al., 2013).

### 4.2.1 LSSVM for classification

The principle of Classification based on LSSVM is to map two classes of data into a higher dimensional feature space such that the non-separable data in the original space become linearly separable in the higher dimensional feature space. This process is illustrated in Figure 4-3.
Classification based on LSSVM is achieved in two steps. First of all, a series of training data are acquired and used to train the classifier. The training process is actually an algorithm for solving a quadratic programming problem with equality constraints. Secondly, the parameters of the identification function are then obtained from the solution of this optimization problem. The identification function is then used online for classification. The detailed principle of classification with LSSVM is described below (Suykens et al., 2002).

Given a training data set \((x_i, y_i)\) \(i = 1,2,3,\ldots,N\) with input \(x_i \in \mathbb{R}^n\) and output \(y_i \in \{-1,1\}\) being the binary label for two classes, the identified classifier via LSSVM takes the form as:

\[
y = \text{sign}[w^T \varphi(x) + b]
\]

in which \(\varphi(x) : \mathbb{R}^n \rightarrow \mathbb{R}^m\) is a nonlinear mapping from the input space to a higher dimensional feature space. The analytical form of \(\varphi(x)\) is not defined explicitly. \(b\) is a bias term and \(w\) is the weighting vector. It should be noted that the dimension \(m\) of the feature space is defined implicitly. Therefore, the value of \(m\) is not known and it can even be infinity. \(w\) and \(b\) are the parameters to be calculated.

Before the classifier is being trained, the following assumption is applied on the training samples:

\[
\begin{align*}
    w^T \varphi(x_i) + b & \geq +1 \quad \text{if} \quad y_i = +1 \\
    w^T \varphi(x_i) + b & \leq -1 \quad \text{if} \quad y_i = -1 \\
    \quad i = 1,2,3,\ldots,N \\
\end{align*}
\]

(4-3) can be reformulated as:

\[
    y_i [w^T \varphi(x_i) + b] \geq 1
\]

\(i = 1,2,3,..,N\)
$w$ and $b$ are calculated through training, which is a process of solving the following optimization problem:

$$
\min_{w,b,e} J(w,e) = \frac{1}{2} w^T w + \frac{1}{2} \mu \sum_{i=1}^{N} e_i^2
$$

subject to constraints:

$$
y_i[w^T \varphi(x_i) + b] = 1 - e_i
$$

$i = 1,2,3,\ldots,N$

(4-4) is a cost function with square error $e_i^2$. To solve (4-4), the following Lagrange function is considered:

$$
L(w,e_i,b,\alpha_i) = J(w,e_i) - \sum_{i=1}^{N} \alpha_i \{y_i[w^T \varphi(x_i) + b] - 1 + e_i\}
$$

where $\alpha_i$ are the Lagrange multipliers. Using the method of Lagrange multipliers, the following equations can be obtained:

$$
w = \sum_{i=1}^{N} \varphi(x_i) \alpha_i y_i
$$

(4-6)

$$
\sum_{i=1}^{N} \alpha_i y_i = 0
$$

(4-7)

$$
\alpha_i = \mu e_i
$$

(4-8)

$$
y_i[w^T \varphi(x_i) + b] - 1 + e_i = 0
$$

(4-9)

$i = 1,2,3,\ldots,N$

$b$, $\alpha_i$ can be calculated from (4-6) to (4-9). However, it is shown that the term $\varphi(x_i)^T \varphi(x_j)$, $i,j = 1,2,3,\ldots,N$ appears when (4-6) is substituted into (4-9).
Therefore, (4-6) to (4-9) cannot be solved at this point since the analytical form of \( \varphi(x) : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is undefined. To solve this problem, a mathematical rule called Mercer’s condition is used (Mercer, 1909). Any analytical function satisfying Mercer’s condition can be used to represent \( \varphi(x_i)^T \varphi(x_j) \). Therefore, the following radial basis function (RBF) kernel can be used to represent \( \varphi(x_i)^T \varphi(x_j) \):

\[
\varphi(x_i)^T \varphi(x_j) = \exp\left(-\frac{\|x_i - x_j\|_2^2}{\sigma^2}\right)
\]

(4-10) is the so called RBF kernel which satisfies Mercer’s condition. It should be noted that there are several types of function satisfying Mercer’s condition and thus the choice of kernel function is not unique. However, the RBF kernel is the most widely used kernel function and Mercer’s condition holds for all possible values of \( \sigma \). Using the RBF kernel, \( b \) and \( \alpha_i \) can now be calculated from (4-6) to (4-9). Thus the identification function of LSSVM can now be obtained by substituting the calculated value of \( b \), \( \alpha_i \) and Equations (4-6) and (4-10) into Equation (4-2), which is given as:

\[
y = \text{sign}\left[ \sum_{i=1}^{N} \alpha_i y_i \exp\left(-\frac{\|x_i - x\|_2^2}{\sigma^2}\right) + b \right]
\]

(4-11) is the final identification function and can be used for classification.

**Remark 4-1:** \( \mu \) in (4-4) and \( \sigma \) in (4-10) are two tuning parameters which affects the classification performance of LSSVM.

**Remark 4-2:** It is shown that the original classifier (4-2) has only theoretical value. The applicable classifier is actually (4-11) which is an explicit analytical form of (4-2).

### 4.2.2 LSSVM for function identification

Function identification based on LSSVM is achieved with two steps which are similar with the steps of classification using LSSVM. First of all, a series of training data are acquired and used to train the identification function offline. Secondly, the parameters of the identification function are then obtained from the training. The identification
function is then used online for prediction. The detailed principle of function identification with LSSVM is described below.

Given a training data set \((x_i, y_i)\) \(i = 1, 2, 3, \ldots, N\) with input \(x_i \in \mathbb{R}^n\) and output \(y_i \in \mathbb{R}\), the identified function via LSSVM takes the form:

\[ y = w^T \varphi(x) + b \quad (4-12) \]

where \(\varphi(x) : \mathbb{R}^n \rightarrow \mathbb{R}^m\) is a nonlinear mapping from the input space to a higher dimensional feature space, \(b\) is a bias term and \(w\) is the weighting vector. Again, the value of \(m\) is not known and can even be infinity. \(w\) and \(b\) are the parameters to be calculated.

The parameters in (4-12) are obtained by solving the following optimization problem:

\[
\min_{w, b, \mu} J(w, e) = \frac{1}{2} w^T w + \frac{1}{2} \mu \sum_{i=1}^{N} e_i^2 \quad (4-13)
\]

subject to:

\[ y_i = w^T \varphi(x_i) + b + e_i \]

\[ i = 1, 2, 3, \ldots, N \]

(4-13) is a cost function with square error \(e_i^2\) and a bias term \(b\), which is a form of ridge regression (Golub and Van Loan, 2012). \(\mu\) is the weighting factor, which is a tuning parameter.

To solve (4-13), the following Lagrange equation is considered:

\[
L(w, e_i, b, \alpha_i) = J(w, e_i) - \sum_{i=1}^{N} \alpha_i [w^T \varphi(x_i) + b + e_i - y_i] \quad (4-14)
\]
where $\alpha_i$ are Lagrange multipliers. Again, using the method of Lagrange multiplier and Mercer’s condition, $b, \alpha_i$ can be calculated.

If the RBF kernel in (4-10) is used, the identification function of LSSVM can now be obtained which is given as:

$$y = \sum_{i=1}^{N} \alpha_i \exp\left(-\frac{\|x_i - \bar{x}\|^2}{\sigma^2}\right) + b$$  \hspace{1cm} (4-15)

(4-15) is the final identification function and can be used for function estimation or time series prediction.

**Remark 4-3:** $\mu$ in (4-13) and $\sigma$ in (4-10) are two tuning parameters which affect the function estimation performance of the LSSVM. Compared with standard SVM, LSSVM has less tuning parameters for the case of function estimation since SVM has three tuning parameters (Suykens, 2001).

**Remark 4-4:** It is shown that the original identification function (4-12) has only theoretical value. The applicable identification function is actually (4-15) which is an explicit analytical form of (4-12).

### 4.3 FDI for wind speed sensor faults

Wind speed sensors are important “eyes” for wind turbine control since they provide the means to calculate the optimal rotor speed as the reference for the controller as outlined in Section 4.1. Since the wind speed measurements are critical for operation of the wind turbine, there are at least two of them working together in redundancy in case one malfunctions or fails.

Hence, it is important to have some form of wind speed sensor FDI scheme, which is proposed in this Section. This scheme comprises two units. The first unit is a EWS estimation unit which uses the time-series prediction ability of the LSSVM for wind speed estimation. The second unit is an FDI unit to detect and isolate the wind speed sensor faults which utilizes the classification ability of LSSVM. Fault isolation is achieved by comparing the measurements from both wind speed sensors with the
estimated EWS. Therefore, it is assumed the measurements from two wind speed sensors are available in this scheme.

4.3.1 EWS estimation based on LSSVM

Some EWS estimation methods based on the measurements of generator speed and turbine rotor speed sensors rather than that of the wind speed sensor are proposed in (Xin-Fang, Da-Ping and Yi-Bing, 2004; Abo-Khalil and Lee, 2008; Sami and Patton, 2012a). These methods are used as analytical redundancy approaches for FDI or FE of wind speed sensor faults. However, as the rated power capacity of wind turbines has increased rapidly in recent years, more and more newly built turbines have large rotors with rated powers of several megawatts. This is especially the case for wind turbines designed for the offshore environment which have large rotor blades that weigh several tens of tonnes (Jonkman and Buhl Jr, 2005). Although these large wind turbine systems are capable of generating large amounts of power, they suffer from large rotor inertia and thus the rotor speed cannot respond quickly enough to the changing EWS (Xu, Hu and Ehsani, 2012). Therefore, for a wind turbine with a very large rotor, the accuracy of the EWS estimation decreases if the estimation uses measurement from the rotor speed sensor. It seems logical that for large-scale wind turbines, the EWS estimation method should take into account the inertia of the rotor. More recently, rotors are made larger by using lighter composite materials so that newer wind turbines have reduced inertia and are more able to respond quickly to the changing EWS. However, the downside is that these new composite structures induce “blade flapping” and this brings on a requirement for a more complicated control problem involving load and vibration control (Bossanyi, 2003; Kong, Bang and Sugiyama, 2005; Soltani, Wisniewski, Brath and Boyd, 2011). This last topic is beyond the scope of this thesis.

In the EWS estimation method proposed in this Section, the inertia of the wind turbine is considered by careful use of the rotor and generator speed sensor signals. The signals on a time window of three recent time instants are used. Details of this approach are given below.

First of all, the choice of the most suitable input and output pairs \((x, y)\) of the LSSVM should be decided. This choice will affect the EWS prediction performance. The output
of the LSSVM is the estimated EWS $v_e$. In this approach, signals corresponding to the three most recent time instants from the rotor and generator speed sensors are used as the LSSVM inputs. The resulting form of $(x, y)$ is given as:

$$
x = [\phi_r \Delta \phi_r \phi_g \Delta \phi_g]$$
$$
y = v_e$$

(4-16)

The elements of the input vector $x$ are defined as:

$$\phi_r = [\hat{\omega}_r(k) \hat{\omega}_r(k-1) \hat{\omega}_r(k-2)]$$

$$\Delta \phi_r = [\hat{\omega}_r(k) - \hat{\omega}_r(k-1) \hat{\omega}_r(k-1) - \hat{\omega}_r(k-2)]$$

$$\phi_g = [\hat{\omega}_g(k) \hat{\omega}_g(k-1) \hat{\omega}_g(k-2)]$$

$$\Delta \phi_g = [\hat{\omega}_g(k) - \hat{\omega}_g(k-1) \hat{\omega}_g(k-1) - \hat{\omega}_g(k-2)]$$

$k$ is the current time instant. $\hat{\omega}_r(k)$ denotes the filtered signal from the rotor speed sensor and $\hat{\omega}_g(k)$ is the filtered signal from the generator speed sensor. The generator and rotor speed sensor data are processed by simple low-pass filters to mitigate the contaminating effect of noise. Hence, the signals in (4-16) correspond to the appropriately filtered measurements which are chosen as the inputs and outputs of the LSSVM algorithm and used as training data.

It is shown in (Wang and Hu, 2005) that the LSSVM is more robust against noise pollution compared with the standard SVM, which is also an advantage of using LSSVM for EWS estimation.

After the input and output data pairs are selected, the LSSVM parameters are acquired by obtaining a series of training data as input and output pairs $(x_i, y_i)$ and substituting these data into (4-13) to solve the optimization problem with the algorithm described in Section 4.2.2. Then the LSSVM can be used online for estimating the EWS.
Remark 4-5: The inertia of a large wind turbine affects the time response of the measured rotor speed. Hence, the data corresponding to the most recent time instants from the generator and rotor speed sensors are used as the inputs of the LSSVM. The effect of the inertia is thus considered using 3 instants of delay in the discrete-time sense, giving a suitable EWS estimation.

4.3.2 FDI of wind speed sensor fault based on LSSVM

As explained in Section 4.3.1, EWS estimation methods using only the rotor speed at current sampling time suffer from the problem of inertia in large wind turbines since the rotor speed cannot respond quickly to the fast changing wind speed. On the other hand, wind speed sensors directly measure the wind speed and thus respond quickly to the fast changing wind speed. Therefore, the estimation problem caused by the turbine inertia can be mitigated if wind speed sensor data are used to approximate the EWS. Therefore, the measurements from these sensors can be used to shorten sensor fault detection time. Furthermore, wind speed sensors can also be calibrated to improve the accuracy of the approximated EWS.

Although the wind speed sensor fault can be detected quickly by comparing the measurements between the two wind speed sensors, it’s difficult to determine which sensor is faulty. On the other hand, the estimated EWS can serve as a benchmark to isolate the faulty sensor. Therefore, an FDI approach for wind speed sensor faults using both analytical redundancy (i.e. estimated EWS) and hardware redundancy (i.e. multiple wind speed sensors) is proposed in this Section.

Hence, the proposed FDI scheme actually comprises two FDI units corresponding to each of the two wind speed sensors. The schematic diagram of this FDI scheme is illustrated in Figure 4-4.
Consequently, the FDI strategy is realized in two steps. In the first step, the EWS wind speed is estimated via the LSSVM procedure described in Section 4.3.1. In the second step, the filtered signals from the two wind speed sensors $\hat{v}_a$ and $\hat{v}_b$ are compared with the estimated EWS $v_e$ separately. This comparison is made using the classification ability of LSSVM. Therefore, two classifiers are designed for the two FDI units separately. The outputs of the two LSSVM classifiers have the form of a binary indication $\{-1, +1\}$ with +1 indicating the sensor is faulty and $-1$ otherwise. The fault in the sensor is identified if the difference between the sensor signal and the estimated EWS exceeds a threshold. This threshold is acquired implicitly through the LSSVM training. The design of the classifier using LSSVM in the second step of this FDI strategy is outlined below.

First of all, the form of input and output pairs $(x, y)$ of the LSSVM classifier should be determined. In this approach, the output of the LSSVM classifier is a binary set $\{-1, +1\}$ indicating whether the sensor is faulty or healthy. The filtered EWS estimates and the signals of 2 recent time instants from the wind speed sensor are chosen as the inputs of the LSSVM classifier. The form of $(x, y)$ for the two sensors is given as:

$$
\begin{align*}
\begin{cases}
  x_a &= \left[ \hat{v}_a(k) - \hat{v}_a(k) \quad \hat{v}_a(k-1) - \hat{v}_a(k-1) \right] \\
  y_a &= +1 \quad \text{or} \quad -1 
\end{cases} \\
\end{align*}
$$

\text{sensor } a \quad (4-17)$
in which \( \hat{v}_a(k) \) and \( \hat{v}_b(k) \) are the filtered wind speed signals from the two sensors and \( \hat{v}_e(k) \) is the filtered EWS estimation.

After the form of input and output of the classifier is determined, the LSSVM parameters can then be acquired by obtaining a series of training data as input pairs \((x_i, y_i)\) and substituting these data into (4-4) to solve the optimization problem with the algorithm described in Section 4.2.1. The LSSVM can then be used online for fault detection. Gain factor error faults and offset faults result in a difference between the filtered wind speed sensor data and the filtered EWS. Therefore, these two types of fault can be detected by analyzing this difference using the LSSVM classifier, which is shown in (4-17) and (4-18).

**Remark 4-6:** Two FDI units are designed for each of the two wind speed sensors separately in this approach and thus this FDI scheme is able to detect and isolate either single or multiple sensor faults.

### 4.3.3 Simulation study

A simulation example of FDI for wind speed sensor fault using LSSVM is considered here. The performance of the FDI method proposed in Section 4.3.2 is demonstrated using this example.

The wind speed data used in simulation are taken from the Simulink wind turbine benchmark model (kk-electronic, 2011), which comprise both a genuine wind data measured in a wind farm and a EWS data. It is assumed that two wind speed sensors are available for hardware redundancy. A realistic wind speed sensor is always affected by sensor noise. Therefore, the signals from the two wind speed sensors are simulated by applying a random noise with variance of 0.5 m/s to the raw wind speed data.

A series of wind turbine sensor data and EWS data are obtained from the simulation and used in Equation (4-16) to construct the training samples for the LSSVM. Then, the
algorithm described in Section 4.2.2 is used to train the LSSVM for the EWS estimation. Through simulation, it is shown that the following choice of parameters can achieve satisfactory EWS estimation performance. The tuning parameter in Equation (4-13) is chosen as $\mu = 159.3$ and the tuning parameter for the RBF kernel in (4-10) is chosen as $\sigma = 0.86$. The generator speed sensor data are filtered by a first order filter with the time constants of 1s while the rotor speed sensor data are filtered by a first order filters with the time constant of 0.9s. The trained LSSVM is then tested on other wind turbine sensor data sets and the corresponding EWS data. The performance of the EWS estimation is presented in Figure 4-5.

The EWS estimation performance is analyzed in terms of the estimation error using the following performance indicator:

$$e(t) = \frac{v_e(t) - v(t)}{v_e(t)} \quad (4-19)$$

The EWS estimation error corresponding to the estimation result in Figure 4-5 is shown in Figure 4-6, using the indicator of (4-19).

Different EWS speed data sets are used in the simulation to find suitable bounds for the estimation error. It is found that the maximum estimation error of the proposed LSSVM is 8%.
The FDI function for wind speed sensor fault can now be achieved based on the estimated EWS. Both the faulty sensor data (i.e. data from sensors subject to gain factor error faults or offset faults) and healthy sensor data are acquired from the simulation and used to construct the training samples according to (4-17) and (4-18). The classifier is then trained by the algorithm presented in Section 4.2.1. The wind speed sensor data and estimated EWS are filtered by a first order filter with a time constant of 0.2s. The tuning parameters in Equation (4-4) are chosen as $\mu = 21.7$ and the RBF kernel parameter is chosen as $\sigma = 0.29$. The fault detection time performance of the FDI unit is shown in Table 4-1. Offset faults and gain factor error faults are both considered.

Table 4-1 Fault detection time of FDI

<table>
<thead>
<tr>
<th>Fault</th>
<th>Maximum detection time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offset fault</td>
<td></td>
</tr>
<tr>
<td>±0.8 m/s</td>
<td>3.25s</td>
</tr>
<tr>
<td>±1.0 m/s</td>
<td>2.33s</td>
</tr>
<tr>
<td>±1.2 m/s</td>
<td>1.77s</td>
</tr>
<tr>
<td>±1.4 m/s</td>
<td>1.35s</td>
</tr>
<tr>
<td>Gain factor error</td>
<td></td>
</tr>
<tr>
<td>±0.15$v_{u,b}$</td>
<td>4.15s</td>
</tr>
<tr>
<td>±0.2$v_{u,b}$</td>
<td>2.35s</td>
</tr>
<tr>
<td>±0.25$v_{u,b}$</td>
<td>1.74s</td>
</tr>
<tr>
<td>±0.3$v_{u,b}$</td>
<td>1.50s</td>
</tr>
</tbody>
</table>
As expected, it is shown in Table 4-1 that the fault detection time decreases when the size of fault increases.

**Remark 4-7:** It is shown in the simulation that the use of more than two time instants of wind speed data as training sample can slightly improve the fault detection performance, (i.e. facilitating the detection of the lower level fault) at the cost of increasing detection time. Therefore, only the recent two time instants of wind speed data are used as the training sample in (4-17) and (4-18) in order to achieve a trade-off between fault detection performance and time required for detection.

### 4.4 Robust MPC

Model predictive control (MPC) is one of the most successful control methods for controlling multivariable systems with constraints. It is also the most widely used advanced control technique in industry with many products and applications (Qin and Badgwell, 2000; Qin and Badgwell, 2003). MPC has developed considerably since its advent in the 1970s and is still being widely studied in recent years (Rawlings and Mayne, 2009; Mayne, Kerrigan and Falugi, 2011; Lee, 2011; Bemporad, Oliveri, Poggi and Storace, 2011). It should be noted that MPC is not referred to as a specific control method but a range of control methods which use the model of the process to predict future system dynamics and calculate the control inputs according to predicted future system dynamic behaviour.

The ability to deal with system constraints explicitly is one of the prime advantages of MPC over other control methods. In practice, all physical systems are subject to some kind of constraints. These constraints may be due to physical limitations, economic considerations, system safety or performance requirements, etc. Actuators like valves have a limited range of action and slew rate. Process variable like levels in tanks and flows in pipes are also constrained. These practical constraints should all be considered by the controller. In the literature, various approaches can be used to externally consider the constraints in the MPC framework (Tarbouriech and Garcia, 1997; Maciejowski, 1999; Casavola, Giannelli and Mosca, 2000). Therefore, the constraint handling ability of MPC is the major reason for the widespread practical use of MPC in industry.
Another advantage of MPC is that its principle for predicting future system dynamic behaviour is intuitive and easy to understand, even when the considered system is a multivariable systems with cross-couplings between inputs and outputs. Currently, most research on MPC is based on state space models with multiple inputs and outputs. In the early days, MPC research was based on the use of the transfer function of a dynamic system. However, the intuitive prediction principle of MPC has been maintained from transfer function based MPC in the early stages to the more recent state space model-based MPC methodologies (Camacho and Bordons, 2004).

MPC also has the advantage of considering time-delay systems in a straightforward formulation. This ability facilitates the controller design for time-delay systems in the framework of MPC, which is attractive for real application as many process systems (e.g. in chemical reactors etc.) involve time-delay dynamics.

**4.4.1 Preliminary of MPC**

The principle of MPC comprises two steps. The first step is to utilize the model of the system and current system states to predict the future system behaviour over a so-called prediction horizon starting from current time instant (i.e. in the case of discrete-time systems). In the second step, the predicted future system behaviour is used to formulate an optimization problem in which the desired control goals or objectives are considered. The required control actions over the prediction horizon are obtained from the solution of this optimization problem. Then, only the first control action corresponding to the current time instant is used as the control input. At the next time instant, the above two steps are repeated. Therefore, MPC requires online solving an optimization problem at each time instant using a moving window of control actions. An illustration of this principle is shown in Figure 4-7 (Kwon and Han, 2006).
The principle for MPC based on a discrete-time state space model formulation is presented here for the following reasons. First of all, MPC in state space form is widely studied in recent years due to its advantage in dealing with multivariable systems, which is the case of wind turbine control problem. Secondly, many well known control theorems and filter theorems in the framework of the dynamic state space model can be utilized in state space model-based MPC. Thirdly, it will be shown in Chapters 5, 6 & 7 that the online optimization nature of the discrete-time MPC can be used to combine with other online algorithms to strengthen MPC in terms of FTC ability. The basic principle of MPC is described as follows (Maciejowski, 1999).

Consider the following linear discrete-time state space model of a system to be controlled:

$$x(k + 1) = Ax(k) + Bu(k)$$  \hspace{1cm} (4-20)

$$y(k) = Cx(k)$$  \hspace{1cm} (4-21)

subject to the following system constraints:

$$u_{\text{min}} \leq u(k + j|k) \leq u_{\text{max}}$$

---

Figure 4-7 Principle of MPC
\[ \Delta u_{\min} \leq \Delta u(k + j|k) \leq \Delta u_{\max} \]  
\[ y_{\min} \leq y(k + j + 1|k) \leq y_{\max} \]

\[ j = 0, 1, 2, \ldots N \]

in which \( x(k) \in \mathbb{R}^n \) is the state vector, \( u(k) \in \mathbb{R}^l \) is the input vector and \( y(k) \in \mathbb{R}^m \) is the measured outputs. \( A \), \( B \) and \( C \) are system matrices with proper dimensions. \( x(k + j|k) \) or \( u(k + j|k) \) are the predicted future system states or inputs at the time instant \( k + j \) using the information at the current time instant \( k \). \( u_{\min} \), \( u_{\max} \), \( \Delta u_{\min} \) and \( \Delta u_{\max} \) are the constraints on inputs and the gradient of inputs. \( y_{\min} \) and \( y_{\max} \) are the constraints on system outputs. \( N \) is the length of prediction horizon formed by predicted future outputs \( y(k + j + 1|k) \), \( j = 0, 1, 2, \ldots N \) and also the length of control horizon formed by predicted present and future inputs \( u(k + j|k) \), \( j = 0, 1, 2, \ldots N \). Therefore, a simple case of the prediction horizon and control horizon being equal is considered here.

In order to apply MPC to the system (4.20) and (4.21), there must be a method to predict future system behaviour using current system information. This future system behaviour can be acquired by substituting the current system states \( x(k) \) into (4.20) and using (4.20) recursively as follows:

\[ x(k + 1|k) = Ax(k) + Bu(k|k) \]
\[ x(k + 2|k) = A^2 x(k) + ABu(k|k) + Bu(k + 1|k) \]  
\[ \vdots \]
\[ x(k + N + 1|k) = A^N x(k) + A^{N-1} Bu(k|k) + \ldots + Bu(k + N|k) \]

The predicted outputs over the prediction horizon can be obtained by substituting (4.23) into (4.21) and given as follows:
\[ y(k + 1|k) = CAx(k) + CBu(k|k) \]

\[ y(k + 2|k) = CA^2 x(k) + CABu(k|k) + CBu(k + 1|k) \]  \hspace{1cm} (4-24)

\[ \vdots \]

\[ y(k + N + 1|k) = CA^N x(k) + CA^{N-1} Bu(k|k) + \ldots + CBu(k + N|k) \]

As shown in (4-23) and (4-24), the future system behaviour and outputs are formulated in terms of the current state variable \( x(k) \) and future control inputs \( u(k + j|k) \), \( j = 0,1,2,\ldots,N \).

For simplicity of notation, define the following vectors:

\[
U(k) = \begin{bmatrix} u(k|k) \\ u(k + 1|k) \\ \vdots \\ u(k + N|k) \end{bmatrix}, \quad \Delta U(k) = \begin{bmatrix} \Delta u(k|k) \\ \Delta u(k + 1|k) \\ \vdots \\ \Delta u(k + N|k) \end{bmatrix}
\]

\[
X(k) = \begin{bmatrix} x(k + 1|k) \\ x(k + 2|k) \\ \vdots \\ x(k + N + 1|k) \end{bmatrix}, \quad Y(k) = \begin{bmatrix} y(k + 1|k) \\ y(k + 2|k) \\ \vdots \\ y(k + N + 1|k) \end{bmatrix}
\]

\[
U_{\text{min}} = \begin{bmatrix} u_{\text{min}} \\ u_{\text{min}} \\ \vdots \\ u_{\text{min}} \end{bmatrix}, \quad U_{\text{max}} = \begin{bmatrix} u_{\text{max}} \\ u_{\text{max}} \\ \vdots \\ u_{\text{max}} \end{bmatrix}, \quad \Delta U_{\text{min}} = \begin{bmatrix} \Delta u_{\text{min}} \\ \Delta u_{\text{min}} \\ \vdots \\ \Delta u_{\text{min}} \end{bmatrix}, \quad \Delta U_{\text{max}} = \begin{bmatrix} \Delta u_{\text{max}} \\ \Delta u_{\text{max}} \\ \vdots \\ \Delta u_{\text{max}} \end{bmatrix}
\]

\[
Y_{\text{min}} = \begin{bmatrix} y_{\text{min}} \\ y_{\text{min}} \\ \vdots \\ y_{\text{min}} \end{bmatrix}, \quad Y_{\text{max}} = \begin{bmatrix} y_{\text{max}} \\ y_{\text{max}} \\ \vdots \\ y_{\text{max}} \end{bmatrix}
\]
where $U_{\text{min}}$, $U_{\text{max}}$, $\Delta U_{\text{min}}$, $\Delta U_{\text{max}}$, $Y_{\text{min}}$ and $Y_{\text{max}}$ are block vectors with $N$ vectors of the constraint bounds defined in (4-22).

Now (4-23) and (4-24) can be written in the following compact form:

$$X(k) = \Lambda x(k) + \Xi U(k) \quad (4-25)$$

$$Y(k) = \Gamma X(k) \quad (4-26)$$

in which

$$\Lambda = \begin{bmatrix} A \\ A^2 \\ A^3 \\ \vdots \\ A^N \end{bmatrix} \quad \Xi = \begin{bmatrix} B & 0 & 0 & \cdots & 0 \\
AB & B & 0 & \cdots & 0 \\
A^2B & AB & B & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
A^{N-1}B & A^{N-2}B & A^{N-3}B & \cdots & B \end{bmatrix}$$

$$\Gamma = \begin{bmatrix} C & 0 & 0 & \cdots & 0 \\
0 & C & 0 & \cdots & 0 \\
0 & 0 & C & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & C \end{bmatrix}$$

(4-25) and (4-26) show how the future system states and outputs are represented as a function of the current state variable $x(k)$ and the future control inputs $U(k)$. If MPC is designed for an unconstrained system and if a quadratic cost function is used, $U(k)$ can be directly calculated using (4-25) and (4-26) and a static feedback control law can be obtained.

It is assumed in (4-25) that full state measurement is available, otherwise state estimation methods are used to estimate the current system states.

The control input from MPC is obtained from the solution of an online optimization problem, which minimizes a cost function involving future system states and control inputs. The control goal of MPC is represented in this cost function. If the control goal is tracking a reference trajectory, the cost function is formulated to penalize the
deviations of the predicted outputs from the reference trajectory. Furthermore, penalizing the deviation of control input from a reference can also be formulated into the cost function. Penalties for inputs can be used to achieve economic goals or other practical concerns for actuators. The general form of the online optimization problem of MPC is formulated as:

\[
\min_{U(k)} J(U(k), X(x))
\]

subject to:

\[
\begin{align*}
X(k) &= \Lambda x(k) + \Xi U(k) \\
Y(k) &= \Gamma X(k)
\end{align*}
\]

\[
U_{\min} \leq U(k) \leq U_{\max}
\]

\[
\Delta U_{\min} \leq \Delta U(k) \leq \Delta U_{\max}
\]

\[
Y_{\min} \leq Y(k) \leq Y_{\max}
\]

in which \( J(U(k), X(k)) \) is the cost function to be minimized. (4-29) to (4-31) are the constraints in element-wise inequalities. Different types of cost function can be used in the optimization problems, including quadratic cost function, 1-norm cost function and \( \infty \)-norm cost function (Maciejowski, 1999).

To obtain the control input, the optimization problem (4-27) is solved. The methods for solving this problem depend on the form of the cost function. If a quadratic cost is used, active set methods or interior point methods can be used to solve (4-27) and the solution is global and unique since (4-27) is a convex problem using the quadratic cost function. If the cost function is linear, mature algorithms like simplex methods or interior point methods can be used to solve (4-27) (Bertsimas and Tsitsiklis, 1997).

After (4-27) is solved, the first element \( u(k|k) \) in the vector \( U(k) \) is used as the control input for the current time instant \( k \). At the next time instant \( k + 1 \), \( x(k + 1) \) is
obtained and (4-27) is solved again to obtain \( u(k + 1|k + 1) \). Therefore, MPC functions by solving the optimization problem (4-27) online repeatedly at each time instant.

**Remark 4-8:** It is shown in the literature that there is an alternative formulation of MPC using \( \Delta u(k|k) \) rather than \( u(k|k) \) as control input, which adds an integral action to the controller. An advantage of adding this integral action is that offset free tracking in the presence of unknown constant input or output disturbance can be achieved if the controlled system is linear and the reference signal to be tracked is constant (Maciejowski, 1999). However, the wind turbine is a nonlinear system and the disturbance in the case of a wind turbine system is non-constant since the wind speed is always changing. Furthermore, the reference signal to be tracked in the region below rated wind speed (i.e. optimal rotor speed) is not constant in the wind turbine application as explained in Figure 3-2. Therefore, a straightforward MPC formulation using \( u(k|k) \) as control input is presented in this Section and used all through this thesis. Details of the MPC formulation using \( \Delta u(k|k) \) as control input can be found in (Maciejowski, 1999; Wang, 2009).

**Remark 4-9:** It is shown in the literature that the stability condition of MPC for linear discrete-time systems can be guaranteed by applying the terminal condition (Mayne, Rawlings, Rao and Scokaert, 2000). However, this terminal condition is not applied in the predictive controller designed in this Chapter due to the following two reasons. First of all, the 1-norm MPC in this Chapter is based on the 1-norm cost function. However, the terminal condition is proposed for MPC based on the quadratic cost function. Secondly, it is shown in (Wang, 2009) that the stability property can be achieved if the controlled system is stable and the prediction horizon \( N \) in (4-22) is long enough. The wind turbine model in this Chapter is a stable model. Meanwhile, it is shown in the simulation results in Section 4.5.3 that the prediction horizon \( N = 5 \) is long enough to avoid problems caused by instability and achieve satisfactory tracking performance.

**Remark 4-10:** The feasibility problem of MPC is caused by constraints on outputs. However, the constraints considered in the wind turbine system are the constraints on inputs defined in Table 3-2. Therefore, the predictive controller designed in this Chapter is not affected by the feasibility problem.
4.4.2 Robust MPC based on 1-norm

Robust MPC has been proposed to deal with systems with uncertainties. It has become one of the main streams of MPC research and some historical survey papers for the rich research results in this stream are available in (Morari and Lee, 1999; Bemporad and Morari, 1999). Nowadays, robust MPC is still being widely studied with some new research results (Li, Xi and Zheng, 2009; Magni, Raimondo and Allgöwer, 2009; Bumroongsri and Kheawhom, 2012; Farina and Scattolini, 2012; Zeilinger, Morari and Jones, 2014).

There are several types of robust MPC in terms of the type of cost function used. In this Section, a 1-norm robust MPC for a system described by a state space model is proposed, which is based on the robust MPC with 1-norm cost function proposed for systems described by a truncated impulse response (Camacho and Bordons, 2004). The proposed robust MPC will be used in the wind turbine control problem to consider the uncertainty due to EWS estimation error.

Consider the following constrained system with additive uncertainty, which is based on (4-20) and (4-21):

\[
x(k + 1) = Ax(k) + Bu(k) + Ed(k)
\]

\[
y(k) = Cx(k)
\]

subject to the constraints defined in

(4-29) (4-30) (4-31)

in which \(x(k) \in \mathbb{R}^n\) is the state vector, \(u(k) \in \mathbb{R}^l\) is the input vector and \(y(k) \in \mathbb{R}^m\) is the measured outputs. \(d(k) \in \mathbb{R}^c\) is a bounded uncertainty satisfying \(d_{\text{min}} \leq d(k) \leq d_{\text{max}}\). \(A, B, C\) and \(E\) are system matrices with proper dimensions.

The compact form of future system behaviour considering uncertainty can be obtained by using (4-32) and (4-33) recursively and given as:
\[ X(k) = \Lambda x(k) + \Xi U(k) + \Phi D(k) \]  

(4-34)

\[ Y(k) = \Gamma X(k) \]  

(4-35)

\[
\Phi = \begin{bmatrix}
E & 0 & 0 & \cdots & 0 \\
AE & E & 0 & \cdots & 0 \\
A^2E & AE & E & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
A^{N-1}E & A^{N-2}E & A^{N-3}E & \cdots & E 
\end{bmatrix}
\]

in which \( D(k) = \begin{bmatrix}
d(k) \\
d(k+1) \\
\vdots \\
d(k+N-1)
\end{bmatrix} \)

\( D(k) \) is described by a polytope \( D(k) \in \Omega \) since \( d_{\text{min}} \leq d(k+i) \leq d_{\text{max}} \), \( i = 0,1,2,\ldots,N-1 \) are bounded.

Consider the following cost function for system (4-32) to (4-33) in the form of 1-norm:

\[
J(U(k)) = \sum_{i=1}^{N} \left[ \lambda_i \| y(k+i|k) - y_r(k+i|k) \|_1 + \gamma_i \| u(k+i-1|k) \|_1 \right] 
\]  

(4-36)

In which \( \| x \| = \sum_{i=1}^{n} |x_i| \) represents the 1-norm. \( N \) is the prediction horizon and also the control horizon. \( y_r(k+i|k) \) is the reference trajectory to be tracked. \( \lambda_i \) and \( \gamma_i \) with \( i = 1,2,\ldots,N \) are the weightings of the tracking error and control efforts. By minimizing (4-36), a predictive controller for tracking reference signal can be designed. However, (4-36) is not solved directly but reformulated into another cost function to simplify the optimization problem, which is described below.

If there is a series of \( \zeta_i \geq 0 \) and \( \delta_i \geq 0 \) with \( i = 1,2,\ldots,N \) such that for any \( D(k) \in \Omega \), the following inequalities are satisfied:

\[
\lambda_i \| y(k+i|k) - y_r(k+i|k) \|_1 \leq \zeta_i 
\]  

(4-37)

\[
\gamma_i \| u(k+i-1|k) \|_1 \leq \delta_i 
\]  

(4-38)

\[ i = 1,2,\ldots,N \]
\[ 0 \leq \sum_{i=1}^{N} \zeta_i + \sum_{i=1}^{N} \delta_i \leq \eta \] (4-39)

Then \(\eta\) becomes the upper bound of cost function (4-36). Therefore, minimizing (4-36) can be reformulated as the following optimization problem:

\[ \min \eta \] (4-40)

subject to the constraints defined in

(4-37), (4-38) and (4-39)

(4-37) and (4-38) can be transformed into the following inequalities by expanding their 1-norm representation:

\[ \lambda_i \sum_{j=1}^{m} \left[ y_j(k + i[k]) - y_{rj}(k + i[k]) \right] \leq \zeta_i \] (4-41)

\[ -\zeta_i \leq \lambda_i \sum_{j=1}^{m} \left[ y_j(k + i[k]) - y_{rj}(k + i[k]) \right] \] (4-42)

\[ \gamma_i \sum_{j=1}^{l} u_j(k + i - 1[k]) \leq \delta_i \] (4-43)

\[ -\delta_i \leq \gamma_i \sum_{j=1}^{l} u_j(k + i - 1[k]) \] (4-44)

\(i = 1, 2, \ldots, N\)

in which \(y_j(k + i[k]), j = 1, 2, 3, \ldots, m\) are the elements in the output vector \(y_j(k + i[k])\) and \(u_j(k + i[k]), j = 1, 2, 3, \ldots, l\) are the elements in the input vector.

Finally, the 1-norm robust predictive controller for system (4-32) to (4-33) can be designed by solving the following optimization problem at each time instant:

\[ \min_{U(k)} \eta \] (4-45)
subject to:

\[
(4-34), (4-35) \\
(4-39), (4-41), (4-42), (4-43) \text{ and } (4-44) \\
(4-29), (4-30), \text{ and } (4-31)
\]

with \( D(k) \in \Omega \)

\[
i = 1,2,...,N
\]

It is shown in the optimization problem (4-45) that both the cost function and the constraints are all linear. Therefore, (4-45) is a linear programming problem and can be solved efficiently with satisfactory computation burden. Inequality constraints (4-39), (4-41), (4-42), (4-43) and (4-44) are used to minimize the cost function (4-36). (4-34), (4-35), (4-29), (4-30) and (4-31) represents the controlled system with constraints.

**Remark 4-11:** (4-45) is an optimization problem subject to a large number of constraints because of the polytope description of disturbance \( D(k) \in \Omega \). However, most of the constraints are redundant and can be reduced greatly due to the special form of the constraints. Therefore, (4-45) can be solved more efficiently through constraint reduction. The method for reducing the number of constraints in such linear optimization problem can be found in (Camacho and Bordons, 2004).

**Remark 4-12:** The number of constraints in the optimization problem (4-45) is much higher than the number of decision variables. As pointed out in (Campo and Morari, 1987), solving the dual form of such a linear programming problem can decrease the computational burden. Therefore, the online computation burden of the proposed 1-norm robust MPC can be further decreased if the dual form of (4-45) is solved.

### 4.5 Robust MPC for wind speed sensor fault tolerant control

The 1-norm robust MPC in Section 4.4.2 is designed for linear systems and thus a linear wind turbine model is required in order to apply this robust MPC to wind turbine
control problems. In this Section, a linearized wind turbine model for a wind turbine operating in the region below rated wind speed is described. This linearized model is then used as the prediction model of the robust MPC.

The 1-norm robust MPC proposed in Section 4.4.2 is used here as the baseline controller for the wind turbine system. The EWS estimation error or wind speed sensor measurement error results in a bounded uncertainty in the wind turbine model and thus the robust MPC is used to deal with this uncertainty.

### 4.5.1 Wind turbine model linearization

As shown in (3-7), the wind turbine model is nonlinear because the aerodynamic torque $\bar{\tau}_a$ is a nonlinear function of $\beta$, $v$ and $\omega_r$. However, if only the region below rated wind speed is considered, the nonlinear turbine model can be approximated by a linear model due to the following two reasons.

First of all, the nonlinearity of the wind turbine model becomes weaker in the region below rated wind speed. As shown in Section 3.5, the turbine pitch angle $\beta$ is regulated around zero below the rated wind speed and therefore it can be approximated as a constant $\beta = 0$. Thus the nonlinearity of $\bar{\tau}_a$ becomes weaker since it is now a nonlinear function with only two variables, i.e. $v$ and $\omega_r$.

Secondly, $\omega_r$ can be approximated as a constant. The turbine considered here is a modern large wind turbine with a power capacity of 4.8 MW. Such a large turbine has a rotor of tens of tonnes in weight and blades with the diameter of over fifty meters. Therefore, the rotor inertia is very large and the change of rotor speed is very slow. Furthermore, $\omega_r$ is limited to a small operation region for a large-scale wind turbine. In the case of the turbine considered here, $\omega_r$ varies between 0 to 1.9 rad/s during operation. This range is further reduced to 0 to 1 rad/s if only the region below rated wind speed is considered.

Therefore, the drive train model is used as the linearized wind turbine model and reformulated as:
\[
\begin{align*}
\dot{x} &= A_{dt}x + B_{dt1}u + B_{dt2}d \\
z &= C_{m}x \\
y &= Cx
\end{align*}
\] (4-46)

in which \( x = [\omega_r \quad \omega_g \quad \theta_{\Delta}]^T \), \( u = T_g \) and \( d = T_a \).

\( z \) is the measured output. The measurements used in this model are from the turbine rotor speed sensor and generator speed sensor and therefore \( z = [\omega_r \quad \omega_g] \) and \( C_m = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} \). \( y \) is the controlled output, which is the rotor speed \( \omega_r \) in this case and thus \( C = [1 \quad 0 \quad 0] \). \( A_{dt} \) is the same as the system matrix of the drive train model in (3-4). \( B_{dt1} \) and \( B_{dt2} \) are first and second column of \( B_{dt} \) in (3-4).

(4-46) is a reformulation of the turbine drive train model (3-4) and thus the dynamics of both the turbine pitch system in (3-1) and the turbine generator system (3-2) are ignored in this linearized model. It is shown in the literature (Dang, Wu, Wang and Cai, 2010; Sami and Patton, 2012d; Sami and Patton, 2012a) that if the wind turbine controller is designed for the region below rated wind speed, the dynamics of both the pitch system (3-1) and the generator system (3-2) need not be considered since the pitch angle and generator torque can be regulated very well at \( \beta = 0 \) and \( T_g = T_{gr} \), by using a PID controller. Furthermore, the influence of this assumption (i.e. \( \beta = 0 \) and \( T_g = T_{gr} \)) on wind turbine nonlinear dynamics can be ignored due to the weak nonlinearity of the wind turbine dynamics in the region below rated wind speed. The effectiveness of the linearized model (4-46) for the wind turbine operating in the region below rated wind speed is demonstrated with simulation in Section 4.5.3.

The aerodynamic torque \( T_g \) in (4-46) is considered here as a bounded disturbance given by:

\[
T_a = \hat{T}_a + \Delta T_a \] (4-47)
where $\Delta T_a$ is the bounded aerodynamic torque uncertainty due to bounded EWS estimation error or bounded noise in the sensor (if sensor data are used to approximate EWS). $\hat{T}_a$ is the estimated aerodynamic torque calculated from $\omega_r$ and $v_e$ as below:

$$
\hat{T}_a = \frac{1}{2} \rho \pi R^3 C_q \left( \frac{\omega_r R}{v_e} \right) v_e^2
$$

(4-48) is a simplified form of the aerodynamic torque (3-7) since $\beta = 0$.

A discrete-time model of the wind turbine is now required to develop and realize the robust predictive control. Therefore, (4-46) is discretized as follows:

\[
\begin{cases}
    x(k+1) = Ax(k) + Bu(k) + Ed(k) \\
    y(k) = Cx(k)
\end{cases}
\]  

(4-49)

with $A = e^{A_0 T}$ and $[B \ E] = \int_0^T e^{A_0 \tau} B_d d\tau$. $T$ is the sampling time and chosen as $T = 0.025s$.

### 4.5.2 Robust MPC for wind turbine control

The 1-norm robust MPC proposed in Section 4.4.2 is used as the baseline controller for wind turbine control and given as:

\[
\min_{U(k)} \eta
\]  

subject to:

\[
x(k) = \hat{x}(k)
\]  

(4-50), (4-51)

(4-34), (4-35)

(4-39), (4-41), (4-42), (4-43) and (4-44)

(4-29), (4-30), and (4-31)

\[
y_r(k + 1) = \hat{\omega}_{r_{opt}}(k)
\]  

(4-52)
with $D(k) \in \Omega$

\[ i = 0, 1, 2, \ldots, N - 1 \]

in which $\hat{x}(k)$ in (4-51) are the estimated system states by a Luenberger observer and thus the control scheme used here is an output feedback control strategy. (4-52) represents the optimal rotor speed-tracking. The system matrices and variables in the compact state space model (4-34) and (4-35) are defined in (4-49).

The parameters of the system matrices are defined in Table 3-1. System constraints are defined in Table 3-2.

The linear programming problem (4-50) is solved online at every time instant to calculate $U(k)$. The first element $u(k)$ in $U(k)$ is implemented as the control input for the wind turbine.

**Remark 4-13**: The future reference signal over the prediction horizon is unknown due to the unknown future wind speed. However, the wind speed can be approximated as constant during the prediction horizon if the sampling frequency is fast enough and the prediction horizon is short. Therefore, the future reference signal over the horizon is chosen to be the optimal rotor speed at the current time instant as shown in (4-52).

### 4.5.3 Simulation study

The principle of AFTC in the approach of this Chapter is to switch to a healthy redundant wind speed sensor when the faulty wind speed sensor is isolated by the LSSVM method proposed in Section 4.3. In the case of both sensors being faulty, the estimated EWS is used to provide the wind speed data. Therefore, this AFTC scheme can be used to deal with single or multiple sensor faults. The overall AFTC scheme is shown in Figure 4-8.
This AFTC scheme is tested on the nonlinear wind turbine benchmark model described in Section 3.2. All the sensors are subject to bounded random noise.

The actual reference to be tracked is not the approximated optimal rotor speed in (4-1) but the filtered approximated optimal rotor speed which is a smoother signal. It is shown in (4-1) that $\hat{\omega}_{r\_opt}$ is highly fluctuating if the wind speed varies quickly. Trying to track such a highly fluctuating reference signal will result in heavy drive train torsion in the turbine and thus the lifetime of the drive train system will be shortened. Besides, it is found in simulation that the tracking performance deteriorates if $\hat{\omega}_{r\_opt}$ is being tracked directly. Therefore, the filtered $\hat{\omega}_{r\_opt}$ is actually being tracked.

The tracking performance of the proposed robust MPC controller in the fault-free case is shown in Figure 4-9. The controller parameters are chosen as: $N = 5$ and $\lambda_i = 1$, $i = 1, 2, ..., N$. In order to improve the tracking performance, the weighting on the input in (4-43) and (4-44) is chosen as $\gamma_i = 0$, $i = 1, 2, ..., N$ such that no penalties on the input variables are applied. The tracking performance is satisfactory as shown in Figure 4-9.
The performance of a standard turbine controller used by the industry in (Abad, 2011) is also shown in Figure 4-10 for comparison. The standard controller is unable to track the reference signal closely since it is heavily influenced by the inertia of the large rotor. On the other hand, the proposed robust predictive controller considers the dynamic behaviour of the wind turbine in a period of time (i.e. in the prediction horizon) and thus the effect of the inertia is greatly mitigated.
Figure 4-10 Optimal rotor speed tracking using standard controller

Figure 4-11 shows the FTC performance when a 0.2 gain factor error fault is applied on the wind speed sensor $a$. The fault is applied for 100 seconds starting at 150 seconds. A performance comparison of the robust MPC with and without the action of the FDI unit is presented. The proposed AFTC scheme switches to the healthy wind speed sensor $b$ when the fault in wind speed sensor $a$ is isolated by the FDI unit. The AFTC system reacts to the fault in a few seconds after the occurrence of faults. On the other hand, the rotor speed totally loses the reference signal without FDI.

Figure 4-11 FTC performance for single sensor fault
Figure 4-12 shows the FTC performance when both of the wind speed sensors are faulty. There is a +0.8 m/s offset error in wind speed sensor $a$ and a +1.0 m/s offset error in the wind speed sensor $b$. In this case, faults in both sensors are detected and the AFTC system discards data from both sensors and switches from sensor $a$ to the estimated EWS to provide the reference signal. The control performance without FTC is also shown for comparison. It is shown in Figure 4-11 and Figure 4-12 that the tracking performance based on wind speed sensor data is very close to that based on estimated EWS with only slight differences.

The MPC prediction model is the linearized wind turbine model proposed in Section 4.5.1 while the controller is tested on the nonlinear wind turbine benchmark model described in Section 3.2. Therefore, the control performance shown in this Section justifies and demonstrates the model linearization method proposed in Section 4.5.1.

### 4.6 Conclusions

In this Chapter, an FDI method for wind speed sensor faults via LSSVM is proposed. Both the classification and function identification ability of LSSVM is used in this approach. The idea of combining hardware redundancy from multiple sensors and analytical redundancy from EWS estimation is used.
Based on the FDI unit, a robust 1-norm predictive controller is proposed as the baseline controller for the wind turbine to consider the EWS estimation error. The wind turbine control problem in the region below rated wind speed is considered. The robust MPC is proposed to take into account the EWS estimation error.

FTC of the wind turbine is realized by combining the FDI unit with MPC. Hardware redundancy from sensors is used first when faults occur in one sensor. Analytical redundancy is used in the case that hardware redundancy is not available, i.e. all sensors are faulty.

A linear predictive controller is used for the nonlinear wind turbine system with satisfactory performance. Therefore, the simulation results in Section 4.5 show that the nonlinearity of the wind turbine system is weak if the operation is restricted to the region below rated wind speed.

Chapter 5 considers the AFTC problem for a wind turbine operating at wind speeds below and above the rated value. This work is thus an extension to the AFTC study in this Chapter.
Chapter 5: FTC for wind turbine sensor faults via fuzzy observer and fuzzy MPC

5.1 Introduction

AFTC methods for wind turbine operation in the region below rated wind speed can be simplified by taking advantage of the weak nonlinearity in this wind speed region. This is the strategy used in Chapter 4. If an FTC method is designed for both of the wind turbine operating regions, the following two design challenges will appear.

First of all, the nonlinearity is strong since the pitch angle is not only regulated at zero degrees in the region below rated wind speed but changes within a great range from -2 to +90 degrees in order to regulate the generator speed and power in the region above rated wind speed. Therefore, the turbine aerodynamic model (3-7) is not only a nonlinear function of two variables (i.e. $v$ and $\omega_r$) as in the case of Chapter 4, but a nonlinear function of three variables (i.e. $v$, $\omega_r$ and $\beta$) if the wind turbine is operating in both operating regions. Furthermore, the variations of $v$ and $\omega_r$ also increase since they are varying in both turbine operating regions. Thus the nonlinearity of the wind turbine model is further increased.

Secondly, the control system design is more complex when the two operating regions are considered. For each of the two regions the system has different outputs to be controlled as explained in Section 3.5. The standard approach is to design and implement two separate control systems for each of the two operating regions.

In this Chapter, an AFTC scheme for both wind speed regions is proposed, which can be seen as an extension to the approach proposed in Chapter 4. The dynamics of the pitch system as well as the generator systems are ignored in Chapter 4. However, they are taken in to account in the controller and observer design in this Chapter since the whole dynamic behaviour of the wind turbine is required to cover the wide wind turbine operating conditions in the two operating regions.
This new approach is introduced to deal with the two challenges outlined above and the AFTC scheme comprises an FDI unit and a baseline controller. It is assumed that there is a redundant sensor that can be used when the sensor fault is detected and isolated by the FDI unit. Fault tolerance is achieved through switching to the healthy sensor in the case of sensor faults. The baseline controller in this scheme is based on MPC incorporating T-S fuzzy modelling, which is capable of accounting for the strong nonlinearity in the turbine model and controlling the wind turbine operating in both operating regions with a single controller. The FDI unit is based on a fuzzy observer using online eigenvalue assignment. The proposed wind turbine AFTC scheme utilizes both analytical and hardware redundancy.

The remainder of this Chapter is organized as follows: T-S fuzzy modelling of the wind turbine systems is shown in Section 5.2. The T-S fuzzy observer with online eigenvalue assignment is proposed in Section 5.3. The wind turbine controller based on T-S fuzzy MPC is proposed in Section 5.4. The AFTC scheme including FDI unit is described in Section 5.5. Conclusions are drawn in Section 5.6.

5.2 T-S fuzzy wind turbine model

T-S fuzzy modelling can be used to approximate a complex nonlinear dynamic model with a fuzzy model (Takagi and Sugeno, 1985; Feng, 2010). This fuzzy model has the characteristic of a simple linear time-varying system. Through this model approximation method, the controller and observer designs for the complex nonlinear model can be transformed to those for a simple linear time-varying model. Thus the controller and observer design can be simplified.

In this Section, the principle of T-S fuzzy modelling is introduced. Following this, a case study of the T-S fuzzy modelling of the nonlinear wind turbine model system is presented. The designs of the FDI unit and turbine baseline controller described in Section 5.4 and Section 5.5 is based on this wind turbine fuzzy model.
5.2.1 T-S fuzzy modelling

A T-S fuzzy dynamic model comprises two important factors: (1) fuzzy inference rules and (2) local analytical linear models. The representation of these two factors is shown as follows (Feng, 2010):

Rule \( p \): If \( z_1 \) is \( F_1^p \), \( z_2 \) is \( F_2^p \), \( \cdots \) and \( z_v \) is \( F_v^p \)

Then

\[
x(k + 1) = G_p x(k) + H_p u(k) + a_p
\]

\[
y(k) = C_p x(k)
\]

\( p = 1, 2, 3, \ldots, M \)

where rule \( p \) denotes the \( p \)th fuzzy inference rule and \( M \) is the number of fuzzy rules. \( F_j^p \) with \( j = 1, 2, 3, \ldots, v \) are fuzzy sets. \( x(k) \in \mathbb{R}^n \) is the state vector of local models, \( u(k) \in \mathbb{R}^l \) is the input vector and \( y(k) \in \mathbb{R}^m \) is the measured outputs. \( G_p \), \( H_p \) and \( C_p \) are system matrices of a discrete-time local models with proper dimensions. \( a_p \) is a constant bias term. \( z = [z_1, z_2, z_3, \ldots, z_v] \) are the so-called premise variables, which are some known variables from measurement or estimation. These premise variables can be outputs, system states or some other measurements.

(5-1) represents a series of local models in a system. The T-S fuzzy model of this overall system can be obtained from these local models by using a fuzzy inference method. If the standard fuzzy inference method is used (i.e. a singleton fuzzifier, product fuzzy inference and centre-average defuzzifier), then the T-S fuzzy model can be obtained by combining the local models in (5-1) and written as:

\[
x(k + 1) = G(\eta) x(k) + H(\eta) u(k) + a(\eta)
\]

\[
y(k) = C(\eta) x(k)
\]

where
\[ G(\eta) = \sum_{p=1}^{M} \eta_p G_p \]
\[ H(\eta) = \sum_{p=1}^{M} \eta_p H_p \]
\[ a(\eta) = \sum_{p=1}^{M} \eta_p a_p \]
\[ C(\eta) = \sum_{p=1}^{M} \eta_p C_p \]  
(5-3)

\[ \eta_p \] is the normalized membership function, which is a function of the premise variables and thus can be written as \( \eta_p(z) \). This function satisfies:

\[ \eta_p(z) = \frac{\xi_p(z)}{\sum_{i=1}^{M} \xi_i(z)} \]  
(5-4)

in which:

\[ \xi_p(z) = \prod_{i=1}^{V} F^{p}_{i}(z_i) \]  
(5-5)

\( F^{p}_{i}(z_i) \geq 0 \) is the grade of the membership function of \( z_i \) in the fuzzy set \( F^{p}_{i} \). (5-4) and (5-5) implies that \( \eta_p(z) \geq 0 \) and \( \sum_{p=1}^{M} \eta_p(z) = 1 \). (5-3) to (5-5) represent the fuzzy inference method for obtaining the fuzzy model (5-2).

The fuzzy inference method is important for fuzzy modelling and different inference methods are available (Feng, 2010). However, there is no theoretical method for choosing the most proper inference method for a T-S fuzzy system, so that the final choice of appropriate inference method is typical made through a “tuning” procedure. Details of fuzzy inference system theory can be found in (Kasabov, 1996; Babuska, 1998; Piegat, 2001)

Using the idea of fuzzy modelling mentioned above, a nonlinear dynamic model can be approximated by a nonlinear T-S fuzzy model which is obtained from a series of local linear models. These local models are obtained through linearizing the original
nonlinear model at a number of operating points. The procedure for this fuzzy modelling is described below.

Consider the following continuous nonlinear dynamic model:

\[
\dot{x} = f(x, u) \\
y = Cx
\]  

(5-6)

where \(x(k) \in \mathbb{R}^n\) is the state vector of local models, \(u(k) \in \mathbb{R}^l\) is the input vector and \(y(k) \in \mathbb{R}^m\). The objective here is to obtain its approximated T-S fuzzy model in the form of (5-2). First of all, a series of local operating points should be chosen and given as \(\{(x_1, u_1), (x_2, u_2), \ldots, (x_M, u_M)\}\). Then the Taylor series expansion at the \(M\) local operating points is applied and the following local models can be derived:

\[
\dot{x} = f(x, u) = \frac{\partial f}{\partial x}
\left|_{x=x_p, u=u_p} \right. (x - x_p) + \frac{\partial f}{\partial u}
\left|_{x=x_p, u=u_p} \right. (u - u_p) + \varepsilon(x_p, u_p)
\]

\[
= \frac{\partial f}{\partial x}
\left|_{x=x_p, u=u_p} \right. x + \frac{\partial f}{\partial u}
\left|_{x=x_p, u=u_p} \right. u - \frac{\partial f}{\partial x}
\left|_{x=x_p, u=u_p} \right. x_p - \frac{\partial f}{\partial u}
\left|_{x=x_p, u=u_p} \right. u_p + \varepsilon(x_p, u_p)
\]

(5-7)

\(p = 1, 2, 3, \ldots, M\)

\(\varepsilon(x_p, u_p)\) represents higher order approximation error. (5-7) are the local linear models of (5-6) and can be reformulated as the standard state space models as follows:

\[
\dot{x} = A_p x + B_p u + c_p \\
y = C_p x
\]

(5-8)

\(p = 1, 2, 3, \ldots, M\)

with
The higher order approximation error $\varepsilon(x_p, u_p)$ is typically ignored in the transformation from (5-7) to (5-8).

By combining the local models in (5-8), a T-S fuzzy model of the nonlinear system (5-6) can be obtained. However, the fuzzy modelling method presented in (5-1) to (5-5) is based on discrete-time systems. Therefore, the local linear models in (5-8) are discretized as follows before being used for fuzzy inference:

$$
\begin{align*}
A_p &= \frac{\partial f}{\partial x} \bigg|_{x=x_p, u=u_p} \\
B_p &= \frac{\partial f}{\partial u} \bigg|_{x=x_p, u=u_p} \\
c_p &= -\frac{\partial f}{\partial x} x_p - \frac{\partial f}{\partial u} u_p \\
C_p &= C
\end{align*}
$$

(5-9)

The premise variables of the fuzzy rules for building the fuzzy model are the current system states and inputs and represented by:

$$
\begin{align*}
x(k+1) &= G_p x(k) + H_p u(k) + a_p \\
y(k) &= C_p x(k)
\end{align*}
$$

(5-10)

$p = 1, 2, 3, ..., M$

(5-10) are the local models for fuzzy inference which is the same form as the local models in (5-1).

The premise variables of the fuzzy rules for building the fuzzy model are the current system states and inputs and represented by:

$$
z = [x(k), u(k)]
$$

(5-11)

Now the fuzzy rules for T-S fuzzy modelling can be obtained from (5-10) and (5-11) and given as:
Rule \( p \) : If \( x^1(k) = x^1_p \), \( x^2(k) = x^2_p \), ..., \( x^n(k) = x^n_p \), \( u^1(k) = u^1_p \), \( u^2(k) = u^2_p \), ..., \( u^l(k) = u^l_p \)

\[
\begin{align*}
\text{Then} & \quad x(k+1) = G_p x(k) + H_p u(k) + \alpha_p \\
y(k) &= C_p x(k)
\end{align*}
\] (5-12)

\( p = 1,2,3,....M \)

in which \( x^i(k) \), \( i = 1,2,3,....n \) represents the \( i \) th element in the current system states and \( x^i_p \) represents the \( i \) th element in the operating point \( x_p \) used for linearization.

\( u^j(k) \), \( j = 1,2,3,....l \) is the \( j \) th element in the current system inputs and \( u^j_p \), represents the \( j \) th element in the operating point \( u_p \) used for linearization.

From the fuzzy rules (5-12), the T-S fuzzy model of the nonlinear system (5-6) can be obtained by using the fuzzy inference method in (5-3) to (5-5) and represented as follows:

\[
\begin{align*}
\text{Then} & \quad x(k+1) = G(\eta)x(k) + H(\eta)u(k) + a(\eta) \\
y(k) &= Cx(k)
\end{align*}
\] (5-13)

**Remark 5-1:** The models in (5-12) are used to describe the nonlinear system (5-6) when the inputs and states of the system (5-6) are at any of the \( p \) operating points defined in the \( p \) fuzzy rules in (5-12). Alternatively, a linear combination of the \( p \) linear models in (5-12) is used to describe the nonlinear system (5-6) when the system inputs and states are not at any of these operating points. This linear combination is calculated by the fuzzy inference method in (5-3) to (5-5).

**Remark 5-2:** It is shown in (5-13) that the output matrix \( C \) is a constant and satisfies \( C = C_p \), \( p = 1,2,3,....,\nu \) as shown in (5-9). However, the output matrix \( C(\eta) \) in (5-2) is not constant but depends on the membership function. This is because (5-2) is a general form of fuzzy modelling taking into account the nonlinearity in the system outputs. But the case of linear output equation is considered here as shown in (5-6).
Therefore, the output equation does not require linearization and thus the fuzzy model (5-13) and the local models (5-12) are simplified.

**Remark 5-3:** As shown in (5-11), the premise variables vary with the change of time instant $k$ and are thus time-varying. On the other hand, the membership functions $\eta$ in the system matrices $G(\eta)$, $H(\eta)$ and $a(\eta)$ of the fuzzy model (5-13) are calculated from these time-varying premise variables. Consequently, $G(\eta)$, $H(\eta)$ and $a(\eta)$ are also time-varying. Therefore, (5-13) is a LTV system in essence and can be represented as:

\[
\begin{align*}
x(k + 1) &= G(\eta_k)x(k) + H(\eta_k)u(k) + a(\eta_k) \\
y(k) &= Cx(k)
\end{align*}
\]

(5-14)

Alternatively, if there is nonlinearity in the outputs equation, (5-14) should be rewritten as:

\[
\begin{align*}
\begin{cases}
x(k + 1) &= G(\eta_k)x(k) + H(\eta_k)u(k) + a(\eta_k) \\
y(k) &= C(\eta_k)x(k)
\end{cases}
\end{align*}
\]

(5-15)

in which $\eta_k$ shows that the membership function is time-varying. The time-varying characteristic of the T-S fuzzy model is shown explicitly in (5-14) and (5-15).

**Remark 5-4:** It is shown in (5-11) that all the system state variables and inputs are used as premise variable. However, this is not necessary for some systems in which the nonlinearity only appears in part of the system model. For example, the nonlinear wind turbine model presented in Section 3.2 is a highly nonlinear function of three variables (i.e. $\beta$, $v$ and $\omega_r$) and the nonlinearity in this model only appears in the aerodynamic torque $T_a$. Therefore, model linearization can be applied based on only these three variables and the premise variables for building the T-S fuzzy wind turbine model are in the form of $z = [\beta(k) \ v(k) \ \omega_r(k)]$. Thus the inputs and other state variables in the wind turbine system are not used as premise variables. This situation is explained in the case study in Section 5.2.2
5.2.2 Case study

A case study of T-S fuzzy modelling of a wind turbine is presented in this Section. The fuzzy inference method shown in Section 5.2.1 is used for T-S fuzzy modelling of the nonlinear wind turbine system described in (3-8). The T-S fuzzy wind turbine model obtained in this Section will be used for designing the fuzzy observer in Section 5.3 and fuzzy predictive controller in Section 5.4.

Consider the following nonlinear wind turbine model in Chapter 3:

\[
\begin{align*}
\dot{x} &= f(x,u,v) \\
y &= Cx
\end{align*}
\]

(5-16)

in which \(x = [\omega_r, \omega_g, \theta, \beta, \beta, T_g]^\top\), \(u = [T_{gr}, \beta_g]^\top\) and \(v\) is the EWS. The measured outputs are the generator speed, the blade pitch angle and the generator torque and therefore \(y = [\omega_g, \beta, T_g]^\top\), and \(C = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \end{bmatrix}\).

The nonlinearity in (5-16) comes from the aerodynamic torque which is a nonlinear function of \(v, \omega_r\) and \(\beta\) and represented as:

\[
T_a(v,\omega_r,\beta) = \frac{1}{2} \rho \pi R^3 C_q(\lambda, \beta) v^2,
\]

(5-17)

To obtain the T-S fuzzy wind turbine model, (5-16) should be linearized at several local operating points. However, only the aerodynamic model is nonlinear while other parts of the wind turbine model are linear as shown in (3-1), (3-2) and (3-4). Therefore, only (5-17) needs to be linearized according to the variables \((v, \omega_r, \beta)\). Thus (5-17) is linearized using Taylor series expansion as follows:

89
\[
T_s (v, \omega_r, \beta) = \left. \frac{\partial T_s}{\partial v} \right|_{v=v_p, \omega_r=\omega_p, \beta=\beta_p} (v - v_p) + \left. \frac{\partial T_s}{\partial \omega_r} \right|_{v=v_p, \omega_r=\omega_p, \beta=\beta_p} (\omega_r - \omega_p) + \left. \frac{\partial T_s}{\partial \beta} \right|_{v=v_p, \omega_r=\omega_p, \beta=\beta_p} (\beta - \beta_p) + \varepsilon(x_p, u)
\]

\[
= \left. \frac{\partial T_s}{\partial v} \right|_{v=v_p, \omega_r=\omega_p, \beta=\beta_p} v + \left. \frac{\partial T_s}{\partial \omega_r} \right|_{v=v_p, \omega_r=\omega_p, \beta=\beta_p} \omega_r + \left. \frac{\partial T_s}{\partial \beta} \right|_{v=v_p, \omega_r=\omega_p, \beta=\beta_p} \beta + \left. \frac{\partial T_s}{\partial v} \right|_{v=v_p, \omega_r=\omega_p, \beta=\beta_p} (\omega_r - \omega_p) + \varepsilon(v, \omega_r, \beta)
\]

\[p = 1, 2, 3, \ldots, M\]

in which \((v_p, \omega rp, \beta_p), \ p = 1, 2, 3, \ldots, M\) are some selected operating points.

The linearized drive train model in the state space form can be acquired by substituting (5-18) into (3-4) and ignoring the higher order nonlinear term \(\varepsilon(v, \omega_r, \beta)\). Meanwhile, the linear turbine pitch model in (3-1) and the generator model in (3-2) can both be transformed into state space form. Thus linear models of all the three turbine subsystems in state space form are obtained. The linearized overall wind turbine model can now be obtained by formulating the two linear state space models (i.e. pitch system and generator system) and the linearized model (i.e. linearized drive train model) into one state space form as shown below:

\[
\dot{x} = A_p x + B_p u + E_p v + c_p
\]
\[
y = Cx
\]

\[p = 1, 2, 3, \ldots, M\]

in which \(x\), \(u\), \(y\) and \(v\) are same with those variables defined in the original turbine model (5-16). \(A_p \in \mathbb{R}^{6 \times 6}\), \(B_p \in \mathbb{R}^{6 \times 2}\), and \(E_p \in \mathbb{R}^{6 \times 1}\) are system matrices of the local linear models. \(c_p \in \mathbb{R}^{6 \times 1}\) is a constant term due to the constant term in the Taylor series expansion in (5-18).

In order to use the fuzzy inference method for discrete-time systems in Section 5.2.1, (5-19) is discretized as follows:
\[
x(k + 1) = G_p x(k) + H_p u(k) + D_p v(k) + a_p \\
y(k) = C x(k)
\]  \hspace{1cm} (5-20)

\[p = 1,2,3,...,M\]

where \( G_p \in \mathbb{R}^{6 \times 6} \), \( H_p \in \mathbb{R}^{6 \times 2} \), \( D_p \in \mathbb{R}^{6 \times 1} \) and \( a_p \in \mathbb{R}^{6 \times 1} \) are the discretized system matrices corresponding to \( A_p \), \( B_p \), \( E_p \) and \( c_p \).

From the local wind turbine models in (5-20) and the linearized operating points \((v_p, \omega_{rp}, \beta_p)\), the following fuzzy rules for T-S fuzzy wind turbine model can be obtained:

Rule \( p \): If \( v(k) = v_p \), \( \omega_r(k) = \omega_{rp} \) and \( \beta(k) = \beta_p \)

Then \[
x(k + 1) = G_p x(k) + H_p u(k) + D_p v(k) + a_p \\
y(k) = C x(k)
\]  \hspace{1cm} (5-21)

\[p = 1,2,3,...,M\]

Applying the fuzzy inference method in Section 5.2.1 to Equation (5-21), the T-S fuzzy wind turbine model can be derived as follows:

\[
x(k + 1) = G(\eta_k) x(k) + H(\eta_k) u(k) + D(\eta_k) v(k) + a(\eta_k) \\
y(k) = C x(k)
\]  \hspace{1cm} (5-22)

in which \( \eta_k \) is the membership function, which is a function of the variables used for linearization and thus can also be written as \( \eta_k(v(k), \omega_r(k), \beta(k)) \).

**Remark 5-5:** The operating points for model linearization are chosen according to the designer’s knowledge of the process. In the case of this wind turbine system, four operating points are chosen and thus \( M = 4 \). Two operating points are chosen in the region below rated wind speed at \((v_1 = 5, \omega_{r1} = 0.56, \beta_1 = 0)\) and \((v_2 = 9, \omega_{r2} = 1.02, \beta_2 = 0)\) since in this operating region the pitch angle is regulated at...
\( \beta = 0 \). \( (v_1, \omega_{r_1}) \) and \( (v_2, \omega_{r_2}) \) are chosen such that \( \omega_{r_1} \) and \( \omega_{r_2} \) are two optimal rotor speed values at the two wind speeds of \( v_1 \) and \( v_2 \), separately. The other two operating points are chosen in the region above rated wind speed at \( (v_3 = 13.76, \omega_{r_3} = 1.7, \beta_3 = 10) \) and \( (v_4 = 20, \omega_{r_4} = 1.8, \beta_4 = 20) \) since for operation above the rated wind speed the pitch angle changes in the range of -2 to +90 degrees. The number of operating points is a matter of design choice. More operating points can improve accuracy but the resulting designs may have excessive complexity (Baranyi, Tikk, Yam and Patton, 2003). It is shown in the simulation results of Section 5.5 that the four operating points chosen here can produce satisfactory approximation of the nonlinearity in the wind turbine system.

**Remark 5-6:** It is shown in (5-22) that EWS \( v(k) \) and the constant bias \( \eta(k) \) are two disturbances. They will be treated as known disturbances and dealt with by a feed-forward strategy in the fuzzy MPC design presented in Section 5.4

### 5.3 T-S fuzzy observer

In order to control a system whose state variables cannot all be measured, an observer can be designed and an output feedback control strategy can be used. For a nonlinear system represented by a T-S fuzzy model with some unmeasured system states, a fuzzy observer can also be designed to estimate the state variables and hence achieve an output feedback control system. Systematic design and analysis methods for fuzzy observers are proposed in (Tanaka, Ikeda and Wang, 1998; Ma, Sun and He, 1998). The design of fuzzy observers for discrete-time systems is also introduced in (Feng, 2010). Linear matrix inequalities (LMI) are used in all these approaches for both the design and analysis of fuzzy observers.

This Section introduces the principle of the T-S fuzzy observer. In Section 5.3.1 the advantages and disadvantages of some existing T-S fuzzy observer design methods are discussed. In Section 5.3.2 a novel T-S fuzzy observer design is proposed based on online eigenvalue assignment. This observer is used for estimation of the states of the wind turbine system.
5.3.1 T-S fuzzy observer principles

Consider the following observer rules using the same rules of the T-S fuzzy system in (5-1):

Rule $p$: If $z_1$ is $F_1^p$, $z_2$ $F_2^p$, ... and $z_v$ is $F_v^p$

Then $\hat{x}(k+1) = G_p \hat{x}(k) + H_p u(k) + a_p + F_p [\hat{y}(k) - y(k)]$

$$\hat{y}(k) = C_p \hat{x}(k)$$ (5-23)

$p = 1, 2, 3, ..., M$

In which $\hat{x}(k)$ is the estimated state vector, $\hat{y}(k)$ is the estimated output vector. $F_p$, $p = 1, 2, 3, ..., M$ are the local observer gains to be determined.

Using the same fuzzy inference method presented in Section 5.2.1, the following T-S fuzzy observer can be obtained:

$$\hat{x}(k+1) = G(\eta_k) \hat{x}(k) + H(\eta_k) u(k) + a(\eta_k) + F(\eta_k) [\hat{y}(k) - y(k)]$$ (5-24)

with $\hat{y}(k) = C(\eta_k) \hat{x}(k)$.

The dynamics of the estimation error can be obtained by subtracting the T-S fuzzy model (5-15) from the corresponding T-S fuzzy observer (5-24) and given as:

$$e(k+1) = [G(\eta_k) + F(\eta_k)C(\eta_k)] e(k)$$ (5-25)

where $e(k) = \hat{x}(k) - x(k)$ is the estimation error.

The observer gain $F(\eta_k)$ can be calculated by the following Theorem (Ma, Sun and He, 1998):
Theorem 5-1: The dynamics of the fuzzy observer estimation error in (5-25) is globally exponentially stable if there exist a positive definite matrix \( P \) and a series of matrices \( Q_p, \ p = 1,2,3,\ldots,M \) such that the following LMI{s} are satisfied:

\[
\begin{bmatrix}
- P & G_p^T P + C_j^T Q_p^T \\
PG_p + Q_p C_j & - P
\end{bmatrix}
\]  

(5-26)

\( j, p = 1,2,3,\ldots,M \)

The local observer gains \( F_p \) in (5-23) are then given by:

\[ F_p = P^{-1} Q_p \]

\( p = 1,2,3,\ldots,M \)

After the local gains \( F_p, p = 1,2,3,\ldots,M \) are calculated from Theorem 5-1, the T-S fuzzy observer gain \( F(\eta_k) \) in (5-24) can now be obtained using the fuzzy inference method presented in Section 5.2.1.

Theorem 5-1 is a standard approach for designing a T-S fuzzy observer for discrete-time systems. Several mature numerical methods are also available for solving the LMI{s} in (5-26). However, there are still several disadvantages of using the standard approach of Theorem 5-1 to design a T-S fuzzy observer. These disadvantages are explained below.

First of all, the gain of the T-S fuzzy observer cannot be assigned using Theorem 5-1. As shown in (5-26), the observer gain is calculated from the LMI{s} and thus only determined from the solution of the LMI{s}. Therefore, the eigenvalues of the fuzzy observer gain cannot be assigned. This means that designers cannot tune the fuzzy observer gain to improve the estimation performance.

Secondly, it is shown in (5-26) that the standard approach of designing a T-S fuzzy observer depends on the feasibility of the LMI{s}. For a very complex system with high nonlinearity, a large number of local models are needed in order to minimize the model mismatch between the original nonlinear model and the T-S fuzzy model. However, this
leads to the requirement for a significant number of LMIs and there may not be a feasible solution to satisfy so many LMIs. This highlights the well known problem of complexity in fuzzy inference modelling (Baranyi, Tikk, Yam and Patton, 2003).

Thirdly, the premise variables in (5-23) are generally chosen as variables like system states or inputs which are changing at every time instant. Meanwhile, the global T-S fuzzy observer gain in (5-24) is calculated using these premise variables. Consequently, (5-24) is also a LTV system with a time-varying observer gain. Thus the eigenvalues of the fuzzy observer gain are not fixed and are changing online at every time instant.

In order to mitigate the problems in the standard fuzzy observer design mentioned above, a method was proposed in (Chen, Lopez-Toribio and Patton, 1999) to assign the eigenvalues in a specific region of the complex plane. This method is described as follows.

Consider the following T-S fuzzy dynamic system:

\[ \dot{x}(t) = A(\eta)x(t) + B(\eta)u(t) \]  \hspace{1cm} (5-27)

with the linear output equation \( y(t) = Cx(t) \).

The following T-S fuzzy observer can be designed for (5-27):

\[ \dot{\hat{x}}(t) = A(\eta)\hat{x}(t) + B(\eta)u(t) + L(\eta)[\hat{y}(t) - y(t)] \]  \hspace{1cm} (5-28)

with \( \hat{y}(t) = C\hat{x}(t) \).

Its local observers are given as:

\[ \dot{\hat{x}}(t) = A_p\hat{x}(t) + B_p u(t) + L_p [\hat{y}(t) - y(t)] \]  \hspace{1cm} (5-29)

where \( p = 1, 2, 3, \ldots, M \)

in which \( L(\eta) \) and \( L_p \) are the fuzzy observer gain and its local observer gain separately. It is assumed that there is no nonlinearity in the outputs and thus the output matrix of each local observer is a constant matrix \( C \). The eigenvalues of the fuzzy observer (5-28)
are assigned to lie within a suitable region of the complex plane if the following Theorem is satisfied.

**Theorem 5-2** (Chen, Lopez-Toribio and Patton, 1999): The fuzzy observer (5.28) has its eigenvalues in a region \( S(\alpha, \beta) \), if there exist a common positive definite matrix \( P \) satisfying the following LMIs:

\[
\begin{bmatrix}
-\beta P & (A_p - L_p C)P \\
P(A_p - L_p C)^T & -\beta P
\end{bmatrix} < 0 \tag{5-30}
\]

\[\begin{aligned}
(A_p - L_p C)^T P + P(A_p - L_p C) + 2\alpha P < 0 \tag{5-31}
\end{aligned}\]

\( p = 1, 2, 3, \ldots, M \)

The region \( S(\alpha, \beta) \) is shown in Figure 5-1.

The eigenvalues of a T-S fuzzy observer can be confined in a region using Theorem 5-2. However, Theorem 5-2 solves more LMIs compared with Theorem 5-1. Furthermore, for a complex nonlinear system with more local models, there are more LMIs to be satisfied and (5-30) and (5-31) are very likely to be infeasible.

![Figure 5-1 Eigenvalue region](image)

Figure 5-1 Eigenvalue region

Theorem 5-2 can only be applied to the simple situation in which there is no nonlinearity in the output of the original nonlinear system (i.e. in the case of a constant
output matrix $C$ in the system). Hence, the application of Theorem 5-2 is limited in this way.

5.3.2 T-S fuzzy observer using online eigenvalue assignment

In this Section, an algorithm for designing a T-S fuzzy observer is proposed. Using this algorithm, the gain of the T-S fuzzy observer can be assigned through online assignment of eigenvalues. This algorithm is used online to estimate the system states at every time instant and thus it is proposed for discrete T-S fuzzy systems. The algorithm is shown as follows:

Consider the following T-S fuzzy observer designed for the fuzzy system (5-15) with its fuzzy rules in (5-12):

$$
\dot{x}(k+1) = G(\eta_k)\dot{x}(k) + H(\eta_k)u(k) + a(\eta_k) + F[\hat{y}(k) - y(k)]
$$

where $\hat{y}(k) = C(\eta_k)\hat{x}(k)$.

The dynamics of the state estimation error can be obtained by subtracting the fuzzy model (5-15) from the corresponding fuzzy observer (5-32) and given as:

$$
e(k+1) = [G(\eta_k) + FC(\eta_k)]e(k)
$$

where $F$ is the fuzzy observer gain to be calculated by an algorithm, which is different with $F(\eta_k)$ calculated using standard fuzzy inference method. The algorithm for calculating $F$ and assigning the eigenvalues of the T-S fuzzy observer gain is given as follows:

**Algorithm 5-1**: Online Eigenvalue Assignment for discrete T-S fuzzy observers

1. Acquire $\hat{x}(k)$ from the T-S fuzzy observer (5-32).
2. Update $\eta_k$ with the corresponding premise variables using the fuzzy inference methods in Section 5.2.1.
3  Calculate $G(\eta_k), H(\eta_k), a(\eta_k)$ and $C(\eta_k)$ from $\eta_k$.

4  Calculate $F$ from $G(\eta_k), C(\eta_k)$ and the predefined eigenvalues $\lambda$ of the observer gain, using a standard pole placement method.

5  $k = k + 1$, go to step 1.

in which $\lambda$ is a vector of predefined eigenvalues and $k$ is the current time instant.

The assumption of using Algorithm 5-1 is that each local model of the T-S fuzzy system (5.15) should be observable. Then the global observability of the fuzzy system (5.15) can be guaranteed through applying LMI conditions to these observable local models (Feng, 2010). Compared with the standard fuzzy observer design approach in Theorem 5-1 and the modified approach in Theorem 5-2, Algorithm 5-1 has several advantages as follows.

First of all, the use of LMIs for computing the T-S fuzzy observer gain is obviated by using Algorithm 5-1 and thus there is no problem of infeasible solution encountered in using LMIs.

Secondly, the eigenvalues of the T-S fuzzy observer are predefined by the designer in Step 4 of Algorithm 5-1 and thus they can be specified to specific points in the $z$-plane rather than within a range by using Theorem 5-2. Therefore, the fuzzy observer gain can be tuned by the designer using Algorithm 5-1. Furthermore, the eigenvalues obtained from Theorem 5-1 are changing online due to the time-varying behaviour of $F(\eta_k)$ in (5.25). However, the eigenvalues obtained from Algorithm 5-1 are predefined and are thus fixed.

Thirdly, Algorithm 5-1 can be applied to a wider class of fuzzy system with nonlinearity in the output equation while Theorem 5-2 can only be applied to the limited situation in which there is no nonlinearity in the output equation. This is because Algorithm 5-1 is designed for (5.15) which has nonlinearity in the output equation while Theorem 5-2 is only applied to system (5.27) without nonlinearity in the output equation.
**Remark 5-7:** The premise variables in Step 2 may not be all the system state variables \( \dot{x}(k) \) and inputs \( u(k) \). They are determined by the variables used to linearize the original nonlinear model. In the case of wind turbine, the three variables of \( (v, \omega, \beta) \) are used as the premise variables, which is a combination of one known disturbance and two system state variables.

**Remark 5-8:** If Algorithm 5-1 is running in the Matlab/Simulink environment (MathWorks, 2011), the standard pole-placement method in Step 4 refers to the function \( \text{place}(G(\eta_k)^T, -C(\eta_k)^T, \lambda) \) with \( \lambda \) being the vector of predefined eigenvalues.

### 5.4 T-S fuzzy model predictive control for wind turbines

As described in Section 4.4, MPC has the advantage of dealing with system constraints externally. However, most mature MPC methods are designed for linear systems. MPC design and implementation approaches for nonlinear systems require more complex algorithms and are constrained by more assumptions (Grüne and Pannek, 2011) since the optimization problem to be solved by MPC cannot be formulated as a standard linear or quadratic programming problem due to the system model nonlinearity.

On the other hand, the T-S fuzzy modelling methods can be used to transform a nonlinear system model into its approximated T-S fuzzy model which is a LTV system. From the perspective of discrete-time systems, a LTV system is a linear system at every time instant.

Therefore, combining the MPC algorithm with a T-S fuzzy prediction model can be a practical approach to simplify the MPC design for nonlinear systems. In the discrete-time system sense, the T-S fuzzy prediction model is a linear model at each time instant. Thus the standard linear or quadratic programming algorithms can still be applied to a T-S fuzzy model. It is important to note here that the advantages of MPC for linear systems, such as taking into account constraints and future system behaviour, are retained in this new framework of T-S fuzzy MPC.

In this Section, a novel T-S fuzzy MPC approach for controlling the nonlinear wind turbine systems is proposed. The prediction model used in this framework is a T-S fuzzy model of the original nonlinear wind turbine system. Meanwhile the MPC
algorithm of this new framework minimizes a quadratic cost function subject to a series of constraints at every time instant. This T-S fuzzy MPC approach is used in Section 5.5 as a baseline controller for AFTC of wind turbine systems.

5.4.1 T-S fuzzy model predictive control

Consider the following constrained discrete-time nonlinear system:

\[ x(k+1) = f(x(k), u(k)) \]
\[ y(k) = g(x(k)) \]  \hspace{1cm} (5-34)

subject to:

\[ u_{\text{min}} \leq u(k + j) \leq u_{\text{max}} \]
\[ \Delta u_{\text{min}} \leq \Delta u(k + j) \leq \Delta u_{\text{max}} \]  \hspace{1cm} (5-35)
\[ y_{\text{min}} \leq y(k + j + 1) \leq y_{\text{max}} \]

\[ j = 0,1,2,...,N \]

with its T-S fuzzy model given as follows:

\[ x(k+1) = G(\eta_k)x(k) + H(\eta_k)u(k) + a(\eta_k) \]
\[ y(k) = C(\eta_k)x(k) \] \hspace{1cm} (5-36)

where \( x(k) \in \mathbb{R}^n \) and \( u(k) \in \mathbb{R}^l \) are the state vector and input vector. \( y(k) \in \mathbb{R}^m \) are the measured outputs. \( u_{\text{min}}, u_{\text{max}}, \Delta u_{\text{min}}, \Delta u_{\text{max}}, y_{\text{min}} \) and \( y_{\text{max}} \) are system constraints.

The original MPC problem for (5-34) is shown as follows:

\[ \min_{U(k)} J(U(k), X(k)) \] \hspace{1cm} (5-37)

subject to:
\[ x(k + j + 1|k) = f(x(k + j|k), u(k + j|k)) \]
\[ y(k + j|k) = g(x(k + j|k)) \]  (5-38)

\[ U_{\min} \leq U(k) \leq U_{\max} \]

\[ \Delta U_{\min} \leq \Delta U(k) \leq \Delta U_{\max} \]  (5-39)

\[ Y_{\min} \leq Y(k) \leq Y_{\max} \]

\( j = 0, 1, 2, \ldots N \)

in which (5-39) are the compact form of system constraints as defined in Section 4.4.1.

\( N \) is the control horizon and also the prediction horizon. (5-37) is difficult to solve due to the nonlinearity in (5-38). However, this optimization problem can be simplified if the original nonlinear prediction model (5-38) is replaced with its T-S fuzzy model. Therefore, the original optimization problem (5-37) is transformed into the following optimization problem with T-S fuzzy prediction model:

\[ \min_{U(k), X(k)} J(U(k), X(k)) \]  (5-40)

subject to:

\[ x(k + j + 1|k) = G(\eta_{k+j|k})x(k + j|k) + H(\eta_{k+j|k})u(k + j|k) + a(\eta_{k+j|k}) \]
\[ y(k + j|k) = C(\eta_{k+j|k})x(k + j) \]  (5-41)

\( j = 0, 1, 2, \ldots N \)

in which (5-41) is derived from the (5-36). If \( J(U(k), X(k)) \) in (5-40) is a quadratic or linear cost function, (5-40) becomes a standard quadratic or linear programming
problem since the prediction model (5-41) is a linear system at every time instant. Then (5-40) can be solved using the methods presented in Section 4.4.1.

Remark 5-9: As shown in (5-41), the system matrices \( G(\eta_{k+j|k}) \), \( H(\eta_{k+j|k}) \), \( a(\eta_{k+j|k}) \) and \( C(\eta_{k+j|k}) \) are based on the assumption that future membership functions \( \eta_{k+j|k} \), \( j = 0,1,2,...,N \) over the horizon are known in advance. This means that the future premise variables should also be known in advance since \( \eta_{k+j|k} \) are calculated from the future premise variables. However, future premise variables are not readily known in most cases. A method to solve this problem is to approximate \( G(\eta_{k+j|k}) \), \( H(\eta_{k+j|k}) \), \( a(\eta_{k+j|k}) \) and \( C(\eta_{k+j|k}) \), \( j = 0,1,2,...,N \) with \( G(\eta_k) \), \( H(\eta_k) \), \( a(\eta_k) \) and \( C(\eta_k) \) provided that the system dynamics are not very fast and the sampling period of the discrete-time system is fast enough. Therefore, the prediction model (5-41) is replaced with the following prediction model:

\[
\begin{align*}
x(k+j+1|k) &= G(\eta_k)x(k+j|k) + H(\eta_k)u(k+j|k) + a(\eta_k) \\
y(k+j|k) &= C(\eta_k)x(k+j)
\end{align*}
\]

(5-42)

Remark 5-10: The terminal condition proposed in (Mayne, Rawlings, Rao and Scokaert, 2000) is not used in the T-S fuzzy MPC proposed in this Section to achieve stability due to the following two reasons. First of all, the terminal condition is proposed for systems without variation in the model parameters. However, the T-S fuzzy model in (5-36) is a linear time varying system and thus the parameters in the model are changing at every time instant. Therefore, the terminal condition cannot be applied to the T-S fuzzy MPC proposed in this Chapter. Secondly, the stability property can be achieved if the controlled system is stable and the prediction horizon is long enough, as explained in Remark 4-9. The wind turbine model in this Chapter is a stable T-S fuzzy model satisfying the stability condition of T-S fuzzy system presented in (Feng, 2010). Meanwhile, it is shown in the simulation results in Section 5.5.3 that the prediction horizon \( N = 6 \) is long enough to avoid problems caused by instability and achieve satisfactory tracking performance. The feasibility problem is avoided as explained in Remark 4-10.
5.4.2 T-S fuzzy model predictive control for wind turbines

FTC strategies for wind turbine systems based on T-S fuzzy modelling are presented in (Sami and Patton, 2012b; Sami and Patton, 2012a). However, these studies only consider the region below rated wind speed. A wind turbine is frequently switching between two operation regions during operation and thus duplex controllers can be used. As shown in (Maciejowski, 1999), MPC has the advantage of simplifying multiple controller designs if different outputs are to be regulated at different time instants. Therefore, a T-S fuzzy MPC scheme for control of wind turbines is designed in this Section to deal with the nonlinearity and simplify the multiple controller design in the wind turbine system.

Using a quadratic cost function and the T-S fuzzy wind turbine model in (5-22), the T-S fuzzy MPC for the wind turbine is formulated as the following optimization problem:

\[
\min_{u(k), u(k+1), \ldots, u(k+N-1)} \sum_{i=1}^{N} \| x(k+i) - x_r(k) \|_R 
\]

subject to:

\[
x(k) = \dot{x}(k) \quad (5-44)
\]

\[
x(k+i+1|k) = G(\eta_k) x(k+i|k) + H(\eta_k) u(k+i|k) + D(\eta_k) v(k+i|k) + a(\eta_k) \quad (5-45)
\]

\[
\beta_{\min} \leq \beta_r(k+i|k) \leq \beta_{\max} \\
\Delta \beta_{\min} \leq \beta_r(k+i|k) - \beta_r(k+i-1|k) \leq \Delta \beta_{\max} \\
T_{\min} \leq T_{gr}(k+i|k) \leq T_{\max} \\
\Delta T_{\min} \leq T_{gr}(k+i|k) - T_{gr}(k+i-1|k) \leq \Delta T_{\max}
\]

\[i = 0,1,2,\ldots,N-1\]

where \( N \) is the MPC prediction horizon, \( x_r(k)=[\dot{\omega}_{\text{r, opt}}(k) \quad \omega_{\text{r, opt}} \quad 0 \quad 0 \quad \beta_{\text{opt}} \quad \frac{P_{\text{opt}}}{\eta_k \omega_k(k)}]^T \) is the reference signal and \( \| x \|_R = x^T R x \). \( \eta_k \) is the membership function. At each time instant, (5-43) is solved and the calculated \( u(k) \) are used as control inputs.
The weighting matrix \( R \in \mathbb{R}^{6 \times 6} \) in (5-43) depends on the turbine operating region given as:

\[
R = \begin{cases} 
\text{diag}(1 \ 0 \ 0 \ 0 \ 1 \ 0) & \text{region below rated wind speed} \\
\text{diag}(0 \ 1 \ 0 \ 0 \ 0 \ 1) & \text{region above rated wind speed}
\end{cases}
\] (5-47)

By changing the weighting matrix \( R \), different references in \( x_r(k) \) are tracked and thus different control goals in the two wind speed regions can be achieved. Therefore, the design of multiple wind turbine controllers for different wind speed regions is greatly simplified using MPC, since it is realized by only changing the weighting matrix.

One reference to be tracked in \( x_r(k) \) is \( T_{g_{-opt}}(t) = \frac{P_{gr}}{\omega_g(t)\eta_g} \). As discussed in (3-18), tracking \( T_{g_{-opt}}(t) \) is an indirect way to regulate generated power around \( P_{gr} \).

During turbine operation, the range of control inputs is limited by physical constraints imposed by the turbine actuators due to hardware specifications of the hydraulic system and the power converter. Hence, these constraints should be considered in the design of the turbine controller. In the framework of T-S fuzzy MPC, these turbine constraints are considered externally and formulated as the constraints of the quadratic programming problem (5-43) as shown in (5-46). \( \beta_{\min}, \beta_{\max}, \Delta \beta_{\min}, \Delta \beta_{\max}, T_{\min}, T_{\max}, \Delta T_{\min} \) and \( \Delta T_{\max} \) are the constraints on turbine blade pitch angle and generator torque reference, which is given in Table 3-2.

Equation (5-45) is the T-S fuzzy prediction model derived from the fuzzy wind turbine model in (5-22). (5-43) is now a standard quadratic programming problem at every time instant due to the T-S fuzzy prediction model. Therefore, it can be solved online with mature numerical methods.

(5-44) shows that this is an output feedback control strategy requiring the use of an observer. At each time instant, the system states are estimated by the T-S fuzzy observer with online eigenvalue assignment proposed in Section 5.3.2.
As described in Section 5.2.2, the wind turbine model is linearized according to the variables \((v, \omega_r, \beta)\). Therefore, the membership functions \(\eta_k\) are functions of \((v, \omega_r, \beta)\) and thus can be rewritten as \(\eta_k(v(k), \omega_r(k), \beta(k))\). However, it is shown in the turbine model (5-16) that the turbine rotor speed \(\omega_r(k)\) is not measured. Therefore, the estimate of \(\omega_r(k)\) from the T-S fuzzy observer is used as the premise variable. Meanwhile, the EWS in the premise variables can be obtained by the EWS estimation method proposed in Section 4.3.1 or some other EWS estimation methods (Xin-Fang, Da-Ping and Yi-Bing, 2004; Abo-Khalil and Lee, 2008; Sami and Patton, 2012a).

### 5.5 Wind turbine FTC for sensor faults

In this Section, a wind turbine AFTC scheme for sensor faults is considered. The sensors considered here are the three output sensors defined in the wind turbine model (5-16). The FDI unit in this scheme is based on a residual generation method. AFTC is achieved by switching to the healthy sensor when the faulty sensor is isolated by the FDI unit. Therefore, hardware redundancy (i.e. redundant sensors) is used in this scheme.

Both the AFTC schemes in Chapter 4 and this Chapter use the idea of combining hardware and analytical redundancies. However, the method in Chapter 4 is only valid for the wind turbine operation in the region below rated wind speed. Hence, the AFTC method proposed in this Section can be seen as an extension to the AFTC approach of Chapter 4 since both operating regions are considered.

#### 5.5.1 FDI of wind turbines using residual generation

A method of FDI by using residuals generated from a bank of fuzzy observers was proposed in (Chen, Lopez-Toribio and Patton, 1999). Each fuzzy observer is based on a reduced number of measurements taken from the system outputs. This method is based on the standard Generalized Observer approach (Patton, Frank and Clarke, 1989). A limitation of this method is that each observer based on the reduced number of system outputs must be observable. However, the local models of the T-S fuzzy turbine model in (5-20) are not observable if the number of system outputs are reduced (i.e. using only the output set of \((\omega_g, \beta), (\omega_g, T_g), \text{ or } (\beta, T_g)\) to design local observers).
In this Section, an FDI approach based on residual generation using the T-S fuzzy observer is proposed. Compared with a similar method proposed in (Chen, Lopez-Toribio and Patton, 1999), this approach uses only one T-S fuzzy observer rather than a bank of observers. The fault is isolated by analyzing the response of the residual to different sensor faults.

The first step of the proposed FDI method makes use of a T-S fuzzy observer along with the measurements to generate the residual signals. The T-S fuzzy observer designed by Algorithm 5-1 for wind turbine system (5-22) is given as follows:

$$\dot{x}(k + 1) = G(\eta_k)\dot{x}(k) + H(\eta_k)u(k) + D(\eta_k)v(k) + a(\eta_k) + F[\hat{y}(k) - y(k)]$$  (5-48)

In which $\hat{x}(k)$ are the estimated wind turbine system states.

Once $\dot{x}(k)$ is obtained from (5-48), the sensor faults can then be detected by a residual vector generated from $\dot{x}(k)$ and the sensor outputs as follows:

$$e(k) = [r_\omega(k) \ r_\beta(k) \ r_T(k)]$$  (5-49)

where

$$r_\omega(k) = |\hat{\omega}_g(k) - \omega_g(k)|$$

$$r_\beta(k) = |\hat{\beta}(k) - \beta(k)|$$  (5-50)

$$r_T(k) = |\hat{T}_g(k) - T_g(k)|$$

$r_\omega(k)$, $r_\beta(k)$ and $r_T(k)$ are residual signals. $\hat{\omega}_g(k)$, $\hat{\beta}(k)$ and $\hat{T}_g(k)$ are the estimated system states from the T-S fuzzy observer.

Theoretically, sensor faults can be detected if the values of the residuals in (5-50) are not zero. However, the values of these residuals are not zero in practice even when there are no sensor faults. This is because of the following three reasons. First of all, there are some uncertain effects including: (1) the estimation error of EWS or error in wind speed sensor measurement (if wind speed sensor is used to obtain wind speed data), (2) the
ignored high order term $e(v, \omega, \beta)$ in (5-18), and (3) the model mismatch between the T-S fuzzy model and the original nonlinear wind turbine model. Secondly, there is noise in all the three output sensors. Therefore, the residual vector $e(k)$ always lies within a threshold $\epsilon_r$, even when there are no sensor faults. This threshold is used as the fault indicator such that faults are detected when the residual vector $e(k)$ exceeds $\epsilon_r$.

Using a very small value of the threshold $\epsilon_r$ is likely to increase the chance of false alarms. On the other hand, small faults cannot be detected if $\epsilon_r$ is set too large. Therefore, $\epsilon_r$ should be carefully tuned to achieve a trade-off between the chance of false alarms and the detectable level of faults.

Faults can be detected using the residual generation method mentioned above. However, the faulty sensor cannot be isolated. Isolation of faults is realized in the second step of this FDI method, which is a process of analyzing the sensitivity of the residuals to the different faults. It is found out in simulation that the sensitivity of each residual to different sensor faults is different. One residual can be very sensitive to faults in a particular sensor and produce a residual signal with very large magnitude while it may be insensitive to faults in another sensor and produce a subtle residual which is difficult to observe. An FDI logic table for isolating faults can then be obtained from the sensitivity characteristic of different residuals.

The following example is given in order to show the sensitivity characteristic of residual signals. The response of $r_{r_i}(k)$ to faults in the generator speed sensor and generator torque sensor is shown in Figure 5-2, using the T-S fuzzy observer proposed in Algorithm 5-1. The faults are applied from 200 seconds to 300 seconds.
The range of the generator speed is 0 to 186 rad/s and the range of the generator torque is 0 to 3.6\times10^4 N\cdot m as defined in Table 3-2. In Figure 5-2, only a subtle offset fault of 3.6\times10^2 N\cdot m is applied to the generator torque sensor, which is only 1% of the generator torque range. On the other hand, a great offset fault value of 10 rad/s is applied to the generator speed sensor. It is shown in Figure 5-2 that the residual $r_T(k)$ is very sensitive to the generator torque sensor fault and has a large magnitude. However, $r_T(k)$ is not very sensitive to the generator speed sensor fault and thus has a much smaller magnitude.

By analyzing the result in Figure 5-2, two different thresholds $r_T^1$ and $r_T^2$ can be set to isolate these two types of sensor faults. $r_T^1$ is used to isolate generator speed sensor faults while $r_T^2$ is used to isolate generator torque sensor faults and it is set much larger than $r_T^1$. The generator speed sensor is faulty if the residual $r_T(k)$ exceeds $r_T^1$ but below $r_T^2$. On the other hand, the generator torque sensor is faulty if the residual $r_T(k)$ exceeds $r_T^2$.

Another example is given here in order to show that the response of the residual signal to some faults is difficult to observe. The response of $r_T(k)$ to the generator torque sensor offset fault of 3.6\times10^3 N\cdot m is shown in Figure 5-3, using the T-S fuzzy observer.
proposed in Algorithm 5-1. The fault is applied from 200s to 300s. It is shown in Figure 5-3 that the residual $r_{\beta}(k)$ is not sensitive to the generator torque sensor fault and thus it is difficult to observer an obvious residual response to this kind of fault.

![Figure 5-3 Response of $r_{\beta}(k)$ to faults in generator torque sensor](image)

Figures 5-2 and 5-3 are two examples showing the sensitivity characteristics of the residuals. An FDI logic unit can then be obtained by analyzing this characteristic of all the residuals in the residual vector (5-49) and setting proper thresholds for different residuals. The FDI logic and the responses for detecting faults are given in Table 5-1, in which $r_{\omega}(k)$, $r_{\sigma}(k)$ of 0.5 rad/s and $r_T(k)$ of 30 N·m correspond to the thresholds for detecting the generator speed sensor fault with the size of 7 rad/s or above and 3 rad/s or above respectively, $r_{\beta}(k)$ of 0.4 degree corresponds to the threshold for detecting the pitch angle sensor fault with the size of 2 degrees or above, $r_T(k)$ of 500 N·m corresponds to the thresholds for detecting the generator torque sensor fault with the size of 600 N·m or above. “×” means the residual in the corresponding column is not sensitive to the fault in the corresponding row.

Table 5-1 FDI logic

<table>
<thead>
<tr>
<th></th>
<th>$r_{\omega}(k)$</th>
<th>$r_{\sigma}(k)$</th>
<th>$r_T(k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generator speed sensor fault</td>
<td>0.5 rad/s</td>
<td>×</td>
<td>30 N·m</td>
</tr>
<tr>
<td>Pitch angle sensor fault</td>
<td>×</td>
<td>0.6 degree</td>
<td>×</td>
</tr>
<tr>
<td>Generator torque sensor fault</td>
<td>×</td>
<td>×</td>
<td>500 N·m</td>
</tr>
</tbody>
</table>
It is shown in Table 5-1 that \( r_\omega(k) \) is not sensitive to the pitch angle sensor fault and the generator torque sensor fault, and thus only \( r_\beta(k) \) and \( r_T(k) \) are used to isolate these two faulty sensors. The pitch angle sensor fault can be detected and isolated by \( r_\beta(k) \) since neither \( r_\omega(k) \) nor \( r_T(k) \) is sensitive to faults in the pitch angle sensor. Meanwhile, the generator speed sensor fault can be detected by \( r_T(k) \) or \( r_\omega(k) \). If only \( r_T(k) \) is used, isolation of the generator speed sensor or the generator torque sensor faults can be achieved by setting one threshold \( r_T^{1} \) for the generator speed sensor faults and a much larger threshold \( r_T^{2} \) for the generator torque sensor faults as mentioned in the above discussion of Figure 5-2.

### 5.5.2 FTC of wind turbines using T-S fuzzy MPC and T-S fuzzy observer

Based on the FDI unit designed in Section 5.5.1, an AFTC scheme is designed in this Section for wind turbine sensor faults. Both hardware redundancy (i.e. redundant sensors) and analytical redundancy (i.e. estimation by T-S fuzzy observer) are utilized. The idea of this AFTC scheme comprises the following three steps.

First of all, the T-S fuzzy MPC is used as the baseline controller for the wind turbine in order to deal with the constraints and the turbine nonlinearity due to the larger system operating region (i.e. both the regions below and above rated wind speed) compared with the operating region in Chapter 4.

Secondly, the T-S fuzzy observer with online eigenvalue assignment proposed in Section 5.3.2 is used and serves two purposes: (1) estimating the wind turbine system states and providing this estimation to the T-S fuzzy MPC such that an output feedback control strategy for wind turbine is realized, and (2) generating the residual and use the FDI logic in Table 5-1 to isolate the faulty sensor.

Finally, the controller switches to the healthy redundant sensor for feedback when the faulty sensor is isolated by the FDI unit.
The AFTC scheme for sensor faults is illustrated in Figure 5-4.

**Figure 5-4 AFTC scheme**

### 5.5.3 Simulation study

The AFTC strategy proposed in Section 5.5.2 is simulated and tested on the nonlinear wind turbine model presented in (3-8). Both offset faults and gain factor error faults in the sensors are considered. The sensors used are added with random noise as defined in Table 5-2. The rated generator power and speed are $P_{gr} = 4.8 \times 10^6$ W and $\omega_{gr} = 162$ rad/s.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Mean value</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generator speed sensor noise</td>
<td>0</td>
<td>0.05 rad/s</td>
</tr>
<tr>
<td>Pitch angle sensor noise</td>
<td>0</td>
<td>0.2 degree/s</td>
</tr>
<tr>
<td>Generator torque sensor noise</td>
<td>0</td>
<td>90 N·m</td>
</tr>
</tbody>
</table>

The T-S fuzzy observer used in this simulation is presented in Section 5.3.2. In the FDI unit, the residual thresholds for isolating generator speed and generator torque sensor
faults are chosen as $r_r^1 = 30$ and $r_r^2 = 500$, respectively. The residual thresholds for isolating the pitch angle sensor fault is chosen as $r_\beta = 0.5$.

The turbine T-S fuzzy predictive controller used in the simulation is proposed in Section 5.4.2 with the prediction horizon chosen as $N = 6$. Switching of the weighting matrix in (5-47) is based on the switching criteria presented at the end of Section 3.5.3.

The wind speed data used in simulation cover both operating regions above and below rated wind speed in order to simulate the performance of the proposed AFTC scheme in both wind speed regions. This wind speed data are shown in Figure 5-5.

![Wind speed data](image)

**Figure 5-5 Wind speed data**

Tracking of the filtered optimal rotor speed using the proposed AFTC in the fault-free case is shown in Figure 5-6. The tracking error is obvious only at peaks of the filtered optimal rotor speed curve. It is shown that the tracking performance in the region below rated wind speed is satisfactory.
The performance of the generator power and speed regulation in the fault-free case is shown in Figure 5-7 & 5-8. It is shown that the T-S fuzzy predictive controller switches to the generator power and speed regulation when the wind speed is high and the generated power or speed is approaching the rated value. When the wind speed is low and the generated power or speed goes below the rated value, the controller switches to the optimal rotor speed tracking. It is also shown that the controller frequently switches between the two control goals of the generator power/speed regulation and optimal rotor speed tracking around 500s, 600s and 680s since the wind speed after 400s is highly fluctuating.
Figure 5-8 Generator speed regulation in fault-free case

Figure 5-9 Tracking performance in the presence of generator speed sensor fault

Figure 5-9 shows the tracking of filtered optimal rotor speed with and without FTC. A generator speed sensor offset fault of 10 rad/s in the region below rated wind speed is simulated. The proposed AFTC scheme switches to the redundant healthy sensor when the fault is identified by the FDI unit. It is shown in Figure 5-9 that the rotor speed deviates greatly from the reference being tracked (i.e. filtered optimal rotor speed) without FTC.

Figure 5-10 shows the performance of FTC for a 10% gain factor error fault of generator torque sensor. It is shown that the tracking performance is insensitive to the generator torque sensor fault since the tracking error using FTC is only slightly smaller than that without using FTC.
Figure 5-10 Tracking performance in the presence of generator torque sensor fault

Figure 5-11 shows the performance of FTC for a pitch angle sensor offset fault of 5 degree in the region above rated wind speed. The proposed AFTC scheme switches to the redundant healthy sensor when the faulty sensor is identified by FDI unit. As shown in Figure 5-11, the generator power exceeds 110% of $P_{gr}$ without the AFTC action. This occurs at 200 seconds, which is not acceptable for safe operation of the generator.

Figure 5-11 Generator power regulation in the presence of pitch angle sensor faults

5.6 Conclusions

In this Chapter, An AFTC strategy based on T-S fuzzy modelling is proposed for a nonlinear wind turbine system. A T-S fuzzy model of the wind turbine is built to approximate the original nonlinear wind turbine system such that controller and FDI designs for the complex nonlinear turbine system can be transformed to that for a linear
time-varying system. Therefore, the controller and FDI designs can be both simplified since they are dealing with an LTV model with regular model structure rather than a highly nonlinear model. The simulation results in Section 5.5.3 demonstrates that T-S fuzzy modelling can be used as a reliable model identification tool for wind turbine systems.

Based on the wind turbine T-S fuzzy model, a new fuzzy observer using online eigenvalue assignment is proposed as both the FDI unit and the state estimator. The proposed fuzzy observer has several advantages over the standard fuzzy observer due to the new feature of online eigenvalue assignment. The residual generated from the fuzzy observer is used to identify faults. Meanwhile, it is shown that fault isolation can be achieved by analyzing the responses of residuals to different faults. Therefore, only one observer rather than an observer bank is needed in this FDI approach.

The AFTC system designed in this Chapter takes into account both wind turbine operating regions and simplify the multiple controller design for the dual control goal problems in wind turbine control. The simulation results show clearly that T-S fuzzy MPC proposed in this Chapter is effective for AFTC of wind turbines.

In Chapter 6, an application scenario in which there is not enough hardware redundancy in the wind turbine systems is considered. Another AFTC scheme for wind turbine sensor faults is proposed for this scenario.
Chapter 6: FTC for wind turbine sensor faults via observers and fuzzy MPC

6.1 Introduction

The AFTC strategy for wind turbines proposed in Chapter 5 requires the use of both analytical and hardware redundancies. This approach is very dependent on the availability of sufficient redundant hardware. There must be sufficient redundant sensors to make this approach feasible. Modern wind turbine systems are equipped with several types of sensors which are arranged in redundancy (Odgaard and Stoustrup, 2012).

However, there may not be enough redundant sensors in the wind turbine system in certain cases. For example, a redundant torque sensor can be utilized for the wind turbine FDI as shown in Chapter 5. However, torque sensors are usually very expensive and difficult to install (Lu, Li, Wu and Yang, 2009; Kalinin, Leigh, Stopps and Artigao, 2013). Therefore, using redundant torque measurements may not be a proper approach in certain cases in which hardware cost and engineering complexity are major concerns.

This Chapter proposes a new AFTC scheme due to the special concerns for wind turbine systems in the case that there is not enough hardware redundancy. This scheme comprises an FDI unit, an FE unit and a baseline controller. The FE unit is designed for both generator subsystem and the pitch subsystem using a descriptor observer approach in order to consider the case that there is only one generator torque sensor in the turbine system. The FDI unit is designed for the drive train subsystem using the approach of residual generation through T-S fuzzy observer with online eigenvalue assignment, as proposed in Chapter 5. In this case the FDI unit still utilizes the available hardware redundancies of other sensors since the redundant generator speed sensor are readily available in a practical wind turbine. The overall wind turbine model presented in Chapter 3 is separated into two subsystems in this Chapter and the FE unit and the FDI unit are designed for each of these two subsystems.
The AFTC scheme proposed in this Chapter is a modification of the scheme proposed in Chapter 5 in order to deal with a specific practical case of the wind turbine system. In Section 6.5.2, it is shown in simulation that the proposed AFTC scheme is able to deal with both the cases of single and multiple sensor faults.

The remainder of this Chapter is organized as follows: Wind turbine modelling of two subsystems is described in Section 6.2. The FE unit for the generator torque sensor fault estimation is proposed in Section 6.3. The FDI for wind turbine sensor faults based on residual generation is shown in Section 6.4. The final AFTC scheme for the wind turbine system that synthesises together the FDI, FE and baseline controller systems is described in Section 6.5. Conclusions are drawn in Section 6.6.

6.2 Wind turbine subsystem modelling

The FDI and FE units described in this Chapter are designed for linear systems and nonlinear systems separately. Therefore, the overall wind turbine model in (3-8) is also divided into a linear submodel and a nonlinear submodel. The first submodel is a combined linear model of the pitch and generator subsystem, based on which an FE unit is designed. The second submodel is the nonlinear drive train model, which is then approximated by the corresponding T-S fuzzy drive train model. An FDI unit for the drive train system is designed based on this fuzzy model. These two submodels are presented in this Section.

6.2.1 Modelling of wind turbine pitch and generator subsystem

Consider the pitch subsystem model in (3-1) and the generator model in (3-2), which for convenience are reproduced here:

\[
\frac{\beta(s)}{\beta_r(s)} = \frac{\omega^2_n}{s^2 + 2\zeta\omega_n s + \omega^2_n} \quad (6-1)
\]

\[
\frac{T_g(s)}{T_{g_c}(s)} = \frac{\alpha}{s + \alpha} \quad (6-2)
\]

The parameters and variables of (6-1) and (6-2) are defined in Section 3.2. The models in (6-1) and (6-2) can be readily transformed into the LTI state space form as:
\[ \dot{x}_\beta = A_\beta x_\beta + B_\beta u_\beta \quad (6-3) \]
\[ \dot{x}_g = A_g x_g + B_g u_g \quad (6-4) \]

(6-3) and (6-4) are the state space representations of the original transfer functions (6-1) and (6-2) separately.

The following model for both the pitch and generator subsystems can be obtained by combining (6-3) and (6-4):

\[ \begin{align*}
\dot{x}_i &= A_i x_i + B_i u \\
y_i &= C_i x_i
\end{align*} \quad (6-5) \]

where \( \dot{x}_i = [\dot{\beta} \ T_g]^T \) and \( u = [T_{gr} \ \beta_r]^T \). The measured outputs of this subsystem is \( y_i = [\beta \ T_g] \). \( A_i \in \mathbb{R}^{3 \times 3}, \ B_i \in \mathbb{R}^{3 \times 2}, \ C_i \in \mathbb{R}^{2 \times 3} \) are the corresponding system matrices as follows:

\[ A_i = \begin{bmatrix} A_\beta & 0 \\ 0 & B_g \end{bmatrix}, \quad B_i = \begin{bmatrix} B_\beta & 0 \\ 0 & B_g \end{bmatrix} \quad \text{and} \quad C_i = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}. \]

The discrete submodel of the pitch and generator subsystems is obtained as follows by discretizing (6-5):

\[ \begin{align*}
x_i(k+1) &= G_i x_i(k) + H_i u(k) \\
y_i(k) &= C_i x_i(k)
\end{align*} \quad (6-6) \]

where \( G_i \in \mathbb{R}^{3 \times 3}, \ H_i \in \mathbb{R}^{3 \times 2}, \ C_i \in \mathbb{R}^{2 \times 3} \) are obtained by discretizing the system matrices in (6-5). \( x_i(k) = [\dot{\beta}(k) \ \beta(k) \ T_g(k)]^T \) and \( u(k) = [T_{gr}(k) \ \beta_r(k)]^T \). The outputs of this submodel are \( y_i(k) = [\beta(k) \ T_g(k)]^T \).

It is shown in (6-6) that the combined pitch and generator subsystem are now formulated as a linear system rather than the nonlinear system (3-8), through the model transformation presented above. (6-6) can be seen as a subsystem separated from the original nonlinear wind turbine system (3-8). An advantage of this transformation is that
the FE unit design for the pitch subsystem and the generator subsystem is simplified since it is now based on the linear model (6-6) rather than the nonlinear wind turbine model (3-8).

It is shown in Section 6.3 that a linear descriptor observer is designed for (6-6) to estimate the faults in the generator torque sensor and the pitch angle sensor, making use of the advantage of the above model transformation.

### 6.2.2 Modelling of drive train subsystem

As discussed in Chapter 3, the nonlinearity in the wind turbine model comes from the aerodynamic model (3-7), which is part of the drive train system model as presented in (3-4). Therefore, the T-S fuzzy modelling method can be applied to the drive train subsystem such that a T-S fuzzy drive train model can be obtained as described below.

Consider the wind turbine drive train and aerodynamic models in (3-4), which are rewritten here for convenience:

\[
\begin{bmatrix}
\dot{\omega}_r \\
\dot{\omega}_g \\
\theta_x
\end{bmatrix}
= A_d \begin{bmatrix}
\omega_r \\
\omega_g \\
\theta_x
\end{bmatrix}
+ B_d \begin{bmatrix}
T_a \\
T_g
\end{bmatrix}, \quad (6-7)
\]

Using the linearization method presented in Section 5.2.2, the aerodynamic torque \( T_a \) in (6-7) can be linearized at some operating points \( \left( v_p, \omega_p, \beta_p \right) \), \( p = 1,2,3,\ldots,M \) in order to obtain the corresponding linearized aerodynamic model.

Substituting (5-18) into (6-7), the following local drive train models can be acquired:

\[
\begin{align*}
\dot{x}_2 &= A_{2,p} x_2 + B_{2,p} u + E_{2,p} d_2 + c_{2,p} \\
y_2 &= C_2 x_2
\end{align*}
\]

\( p = 1,2,3,\ldots,M \)

in which \( A_{2,p} \in \mathbb{R}^{3 \times 3} \), \( B_{2,p} \in \mathbb{R}^{3 \times 2} \), and \( E_{2,p} \in \mathbb{R}^{3 \times 3} \) are system matrices of the local models. \( c_{2,p} \in \mathbb{R}^{3 \times 1} \) are the constant terms arising from the Taylor series expansion.
given in (5-18). Also, \( x_2 = [\omega_r, \omega_g, \theta_1]^T \) and \( d_2 = [\beta, T_g, v]^T \). The measured output is the generator speed \( y_2 = \omega_g \) and thus \( C_2 = [0, 1, 0] \).

The discrete-time local drive train models of the wind turbine system can be obtained by discretizing (6-8), leading to:

\[
x_2(k+1) = G_{2p}x_2(k) + H_{2p}u(k) + D_{2p}d_2(k) + a_{2p} \tag{6-9}
\]

\[
y_2 = C_2x_2
\]

\[ p = 1, 2, 3, ..., M\]

in which \( G_{2p} \in \mathbb{R}^{3 \times 3} \), \( H_{2p} \in \mathbb{R}^{3 \times 2} \), and \( D_{2p} \in \mathbb{R}^{3 \times 3} \) and \( a_{2p} \in \mathbb{R}^{3 \times 1} \) are system matrices of the discretized local models. \( x_2(k) = [\omega_r(k), \omega_g(k), \theta_1(k)]^T \) and \( d_2(k) = [\beta(k), T_g(k), v(k)]^T \).

From (6-9) and the linearization operating points \( (v_p, \omega_p, \beta_p) \), \( p = 1, 2, 3, ..., M \), the T-S fuzzy rules of the discrete-time drive train system are obtained as follows:

Rule \( p : \) If \( v(k) = v_p \), \( \omega_r(k) = \omega_{rp} \) and \( \beta(k) = \beta_p \)

Then

\[
x_2(k+1) = G_{2p}x_2(k) + H_{2p}u(k) + D_{2p}d_2(k) + a_{2p} \tag{6-10}
\]

\[
y_2 = C_2x_2
\]

\[ p = 1, 2, 3, ..., M\]

Using the fuzzy rules (6-10) and the fuzzy inference method presented in Section 5.2.1, the T-S fuzzy drive train submodel can then be obtained as follows:

\[
x_2(k+1) = G_2(\eta_k)x_2(k) + H_2(\eta_k)u(k) + D_2(\eta_k)d_2(k) + a(\eta_k) \tag{6-11}
\]

\[
y_2(k) = C_2x_2(k)
\]

In which \( \eta_k \) are the membership functions, which are a function of the premise variables used for linearization and thus can also be written as \( \eta_k(v(k), \omega_r(k), \beta(k)) \).
6.3 FE of wind turbine sensor faults via descriptor observer

A method of simultaneous estimation of sensor faults and system states was proposed in (Gao and Ho, 2004), which is an effective approach for FE of sensor faults. This approach is realized in the framework of a continuous descriptor system. The idea of multiple integrals is used in this approach to estimate states and a class of unbounded output disturbances or faults. However, the estimation performance is not satisfactory if the faults or disturbances to be estimated are bounded high frequency signals. Meanwhile, an assumption of this approach is that the measurement noise should have the same form as the input disturbance, which is not practical in some cases.

A modified descriptor observer design based on the above approach is presented in (Gao and Wang, 2006) for continuous systems. In this modified approach, the derivative of the output signal is avoided by introducing a derivative gain. Although this observer is in the form of a descriptor system, it is designed for non-descriptor systems. In this approach, a non-descriptor system is transformed into a descriptor system. This transformation results in several advantages. First of all, if the system is stable, this observer can completely decouple the sensor faults from sensor signals and achieve accurate estimation of system states and sensor faults. Secondly, the fault to be estimated can even be unbounded using this approach.

In this Section, a descriptor observer approach for wind turbine sensor fault estimation is proposed such that system states and sensor faults can be estimated simultaneously. This approach is based on the modified descriptor observer mentioned above and extended for the discrete-time system case. It will be shown that sensor faults can be decoupled from the sensor outputs using this approach.

6.3.1 Descriptor observer formulation

The principle and design procedure of a descriptor observer for discrete-time systems is presented in this Section. The system with sensor faults considered here is given by:

\[ x(k + 1) = Gx(k) + Hu(k) \]  \hspace{1cm} (6-12)

\[ y(k) = Cx(k) + f(k) \]  \hspace{1cm} (6-13)
in which \( x(k) \in \mathbb{R}^n \) is the state vector, \( u(k) \in \mathbb{R}^l \) is the input vector and \( y(k) \in \mathbb{R}^m \) are the measured outputs. \( f(k) \in \mathbb{R}^m \) is the sensor fault vector. \( G \), \( H \) and \( C \) are system matrices with proper dimensions.

An augmented descriptor system can be constructed from (6-12) and (6-13) as follows:

\[
E\tilde{x}(k+1) = G\tilde{x}(k) + Hu(k) + Nf(k) \tag{6-14}
\]

\[
y(k) = C\tilde{x}(k) = C_0\tilde{x}(k) + f(k) \tag{6-15}
\]

in which

\[
\tilde{x}(k) = \begin{bmatrix} x(k) \\ f(k) \end{bmatrix}, \quad E = \begin{bmatrix} I_n & 0 \\ 0 & 0 \end{bmatrix}
\]

\[
\tilde{G} = \begin{bmatrix} G & 0 \\ 0 & -I_m \end{bmatrix}, \quad \tilde{H} = \begin{bmatrix} H \\ 0 \end{bmatrix}
\]

\[
N = \begin{bmatrix} 0 & I_m \end{bmatrix}, \quad \overline{C} = \begin{bmatrix} C & I_m \end{bmatrix}, \quad C_0 = \begin{bmatrix} C & 0 \end{bmatrix}
\]

(6-14) is known as a descriptor system due to the matrix \( E \) appearing in the left side of the state space model. The descriptor observer for the augmented discrete-time system (6-14) and (6-15) is given as follows:

\[
E_n\xi(k+1) = G_n\xi(k) + H_nu(k) \tag{6-16}
\]

\[
\hat{x}(k) = \xi(k) + K_ny(k) \tag{6-17}
\]

In which \( \xi(k) \in \mathbb{R}^{n+m} \) is the states of the descriptor observer, \( \hat{x}(k) \) is the estimation of \( \tilde{x}(k) \). \( E_n \in \mathbb{R}^{(n+m) \times (n+m)} \), \( G_n \in \mathbb{R}^{(n+m) \times (n+m)} \) and \( K_n \in \mathbb{R}^{(n+m) \times m} \) are parameters to be designed.

By substituting (6-15) into (6-17), the following equation can be obtained:
\[ \xi(k) = \hat{x}(k) - K_n C_0 \bar{x}(k) - K_n f(k) \] (6-18)

By substituting (6-15) and (6-18) into (6-16), the following equation is obtained:

\[ E_n \hat{x}(k + 1) - E_n K_n C \bar{x}(k + 1) = G_n [\hat{x}(k) - K_n C_0 \bar{x}(k) - K_n f(k)] + \bar{H}u(k) \] (6-19)

By subtracting (6-19) from (6-14), the following equation can be obtained:

\[ (\bar{E} + E_n K_n \bar{C}) \bar{x}(k + 1) - E_n \hat{x}(k + 1) = (\bar{G} + G_n K_n C_0) \bar{x}(k) - G_n \hat{x}(k) + \bar{N} f(k) + G_n K_n f(k) \] (6-20)

Define the estimation error as:

\[ \bar{e}(k) = \bar{x}(k) - \hat{x}(k) \] (6-21)

If the following matrix equations are satisfied:

\[ \bar{E} + E_n K_n \bar{C} = E_n \] (6-22)

\[ \bar{G} + G_n K_n C_0 = G_n \] (6-23)

\[ \bar{N} + G_n K_n = 0 \] (6-24)

Then the following estimation error dynamics can be obtained by substituting (6-21), (6-22), (6-23) and (6-24) into (6-20):

\[ E_n \bar{e}(k + 1) = G_n \bar{e}(k) \] (6-25)

\( E_n, G_n \) and \( K_n \) can be computed from the matrix equations (6-22) to (6-24) and given as:
\[
G_n = \begin{bmatrix} G & 0 \\ -C & -I_p \end{bmatrix}
\]
\[
K_n = \begin{bmatrix} 0 \\ I_p \end{bmatrix}
\]
\[
E_n = \begin{bmatrix} I & 0 \\ MC & M \end{bmatrix}
\]

where \( M \in \mathbb{R}^{m \times m} \) is a full rank matrix which is a parameter to be designed.

By substituting (6-26) into (6-25), the following error dynamics are obtained:

\[
\begin{bmatrix} I & 0 \\ MC & M \end{bmatrix} \hat{e}(k+1) = \begin{bmatrix} G & 0 \\ -C & -I_p \end{bmatrix} \hat{e}(k)
\]

(6-27) can be transformed into:

\[
\hat{e}(k+1) = \begin{bmatrix} I & 0 \\ MC & M \end{bmatrix}^{-1} \begin{bmatrix} G & 0 \\ -C & -I_p \end{bmatrix} \hat{e}(k)
\]

\[
= \begin{bmatrix} G & 0 \\ -CG-M^{-1}C & -M^{-1} \end{bmatrix} \hat{e}(k)
\]

When \( G \) and \(-M^{-1}\) in (6-28) are stable matrices, \( \lim_{k \to \infty} \hat{e}(k) = 0 \) and thus simultaneous estimation of system states and sensor faults can be achieved. Therefore, a requirement for using the descriptor observer proposed in this Section is that the system (6-12) and (6-13) should be stable.

It is shown from the observer design procedure that the descriptor observer is designed for the descriptor system (6-14) and (6-15). However, (6-14) to (6-15) are only a reformulation of the original non-descriptor system (6-12) and (6-13). Therefore, this observer is actually designed for non-descriptor systems.
**Remark 6-1:** It can be seen from the design procedure of this observer that the sensor fault $f(k)$ in (6-13) is naturally decoupled from the sensor outputs. Thus sensor fault compensation is not needed if this descriptor observer is used in an AFTC scheme.

### 6.3.2 Descriptor observer for FE of wind turbine sensor faults

As mentioned in Section 6.1, the situation when there is no redundant generator torque sensor is considered in this Chapter. The absence of the redundant torque sensor means that only analytical redundancy-based methods can be utilized. The descriptor observer approach described in Section 6.3.1 uses only analytical redundancy since faults are estimated using the system model and thus no other redundant generator torque sensor is required. On the other hand, the pitch and generator subsystem in (6-6) satisfies two requirements of using this descriptor observer approach: (1) (6-6) is a linear system and (2) the system matrix $G_i$ in (6-6) is a stable matrix using the wind turbine model parameter given in Table 3-1. Therefore, this descriptor observer can be used as a FE unit for faults in the generator torque sensor and pitch angle sensor. The design of this FE unit is described below.

First of all, the wind turbine submodel (6-6) with the inclusion of sensor faults is given as:

\[
x_1(k+1) = G_1x_1(k) + H_1u_1(k) \\
y_1(k) = C_1x_1(k) + f_1
\]  

(6-29)

in which $f_1 \in \mathbb{R}^{2 \times 1}$ represents sensor faults in both generator torque and pitch angle sensors.

To estimate both system states and faults, the following augmented model can then be obtained from (6-29):

\[
\bar{E}\bar{x}_1(k+1) = \bar{G}_1\bar{x}_1(k) + \bar{H}_1u(k) + \bar{N}f(k) \\
y_1(k) = \bar{C}_1\bar{x}_1(k) = C_1^0\bar{x}_1(k) + f(k)
\]  

(6-30)

in which
\[
\bar{x}_i(k) = \begin{bmatrix} x_1(k) \\ f(k) \end{bmatrix}, \quad E = \begin{bmatrix} I_3 & 0 \\ 0 & 0 \end{bmatrix},
\]

\[
\bar{G}_i = \begin{bmatrix} G_i & 0 \\ 0 & -I_2 \end{bmatrix}, \quad \bar{N} = \begin{bmatrix} 0 \\ I_{2 \times 2} \end{bmatrix},
\]

\[
\bar{H}_i = \begin{bmatrix} H_1 \\ 0 \end{bmatrix}, \quad \bar{C}_i = [C_1 \ I_{2 \times 2}],
\]

\[
C_1^0 = [C_1 \ 0]
\]

Based on (6-30), the following FE unit for the system (6-29) can be obtained:

\[
E_n \zeta(k+1) = G_{1n} \zeta(k) + \bar{H}_i u(k), \quad \hat{x}_i(k) = \zeta(k) + K_n y_i(k)
\] (6-31)

where \( \zeta(k) \in \mathbb{R}^{5 \times 1} \), \( \hat{x}_i(k) = \begin{bmatrix} \hat{x}_1(k) \\ \hat{f}(k) \end{bmatrix} \) is the estimate of \( \bar{x}_i(k) \).

\( E_n \in \mathbb{R}^{5 \times 5} \), \( G_{1n} \in \mathbb{R}^{5 \times 5} \) and \( K_n \in \mathbb{R}^{5 \times 2} \) can be calculated using the method in Section 6.3.1.

### 6.4 FDI for wind turbine sensor faults via T-S fuzzy observer

In practice, the redundant generator speed sensor is readily available in a wind turbine system. This is therefore a form of hardware redundancy and is now used in the AFTC scheme to deal with the generator speed sensor faults. Hence, the principle of this AFTC strategy is to design an FDI unit to isolate the faulty generator speed sensor so that the controller can switch to the healthy sensor to obtain feedback.

In this Section, the idea of residual-based FDI proposed in Section 5.5.1 is used as the FDI unit for the generator speed sensor faults. The T-S fuzzy model of the drive train system shown in Section 6.2.2 is used in this FDI unit due to the nonlinearity in the drive train system. Based on this T-S fuzzy model, a T-S fuzzy observer with online eigenvalue assignment is used for two purposes: (1) estimate the system states of the drive train system and provide these estimated states to the wind turbine controller such
that an output feedback control strategy is achieved, and (2) generate the residual using the estimated generator speed in order to detect and isolate generator speed sensor faults.

**6.4.1 Design of FDI unit for wind turbine sensor faults**

The T-S fuzzy observer with online eigenvalue assignment presented in Section 5.3.2 is used to design the driver train system observer which is based on the T-S fuzzy driver train system model (6-11). This observer is given as follows:

\[
\dot{x}_2(k + 1) = G_2(\eta_k)\dot{x}_2(k) + H_2(\eta_k)u(k) \\
+ F_2[z_2(k) - \hat{y}_2(k)] + D_2(\eta_k)d_2(k) + a(\eta)
\]

\[
\hat{y}_2(k) = C_2\dot{x}_2(k)
\]

where \( \dot{x}_2(k) = [\dot{\omega}_r(k) \quad \dot{\omega}_g(k) \quad \Delta(k)]^T \) is the estimated state vector. \( F_2 \in \mathbb{R}^{3d} \) is the fuzzy observer gain which is calculated using Algorithm 5-1.

Generator speed sensor faults can be detected by comparing the signals from the sensor in use and the corresponding redundant sensor. However, it is difficult to isolate the faulty sensor without an FDI unit. The faulty generator speed sensor can be isolated by an FDI residual signal generated from the generator speed sensor output and the T-S fuzzy observer (6-32) as follows:

\[
\varepsilon(k) = |\dot{\omega}_g(k) - \omega_g(k)|
\]

In practice, \( \varepsilon(k) \) lies within a threshold due to sensor noise, EWS estimation error, and model mismatch between the T-S fuzzy drive train submodel (6-11) and the original nonlinear drive train submodel (6-7). The value of \( \varepsilon(k) \) will exceed the threshold when the generator speed sensor fault is present and thus the FDI scheme is based on the following logic:

\[
\varepsilon(k) \leq \varepsilon_r \quad \text{sensor is healthy} \\
\varepsilon(k) \geq \varepsilon_r \quad \text{sensor is faulty}
\]
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Remark 6-2: It should be noted that either the disturbance term \( d_z(k) = [\beta(k) \quad T_g(k) \quad \nu(k)]^T \) in (6-32) or the membership functions \( \eta_k(v(k), \omega_r(k), \beta(k)) \) contain \( \beta(k) \) and \( T_g(k) \) which are the state variables not included in the drive train system. In the design of the above T-S fuzzy observer, \( \beta(k) \) and \( T_g(k) \) are provided by the estimation from the descriptor observer in Section 6.3.2. Therefore, the disturbance term and the membership function used in the above T-S fuzzy observer are actually \( d_z(k) = [\hat{\beta}(k) \quad \hat{T}_g(k) \quad \nu(k)]^T \) and \( \eta_k(v(k), \omega_r(k), \hat{\beta}(k)) \).

### 6.4.2 Simulation Study

The performance of the FDI unit for the drive train system is illustrated by simulation in Figure 6-1. The fault is a 10 rad/s offset fault in the generator speed sensor applied from 30s to 40s. The threshold is set as \( \epsilon_r = 0.75 \) and the sampling time is 0.25s.

![Figure 6-1 FDI for generator speed sensor fault](image)

It is shown in simulation that the fault can be detected within 3 time instants.

### 6.5 AFTC for wind turbine sensor faults

Based on the FDI and FE unit in this Chapter, an AFTC scheme can be designed for wind turbine sensor faults. AFTC for generator speed sensor faults is achieved by switching to the healthy redundant sensor when the faulty sensor is isolated by the FDI unit. As for the pitch angle sensor and the generator torque sensor faults, the descriptor
observer proposed in Section 6.3.2 naturally decouples faults from the outputs of these two sensors.

The T-S fuzzy MPC for wind turbine systems proposed in Section 5.4.2 is used in this AFTC scheme and serves as the baseline controller. Therefore, the wind turbine system constraints and the nonlinearity effect are still considered in this AFTC scheme. Furthermore, both cases of single and multiple sensor faults can be dealt with in this scheme.

**6.5.1 Design of AFTC system for wind turbine sensor faults**

The proposed AFTC scheme is shown in Figure 6-2.

![Figure 6-2 AFTC scheme](image)

The wind turbine outputs are divided into two sets: (1) outputs from the pitch angle and generator torque sensors (i.e. \( y_1(k) \)) and (2) output from the generator speed sensor (i.e. \( y_2(k) \)). Theses two sets of outputs are used by different observers for either FDI or FE. The estimated \( \hat{\beta}(k) \) and \( \hat{T}_g(k) \) from the descriptor observer is used by the fuzzy observer for building the membership function \( \eta_k \) and the known disturbance term \( \eta_2(k) \) in (6-11).
Once again, it is assumed that the wind speed is known, which can be obtained using the estimation method presented in Section 4.3.1 or the measurement from the wind speed sensor.

It should be noted that the fuzzy model in the fuzzy observer is based on the submodel of the drivetrain system presented in (6-11). On the other hand, the fuzzy model used by the T-S fuzzy predictive controller is the overall T-S fuzzy wind turbine in (5-22).

**6.5.2 Simulation study**

The AFTC strategy proposed in Section 6.5.1 is simulated and tested on the nonlinear wind turbine model presented in (3-8). Both offset faults and gain factor error faults in the sensors are considered. The sensors outputs include random measurement noise. The noise level is presented in Table 5-2. The rated generator power and generator speed are $P_{gr} = 4.8 \times 10^6$ W and $\omega_{gr} = 162$ rad/s.

The baseline turbine T-S fuzzy predictive controller used in the simulation is the one proposed in Section 5.4.2 with the prediction horizon chosen as $N = 6$. Switching of the weighting matrix in (5-47) is based on the switching criteria presented at the end of Section 3.5.3.

The wind speed data used for simulation are shown in Figure 5-5. The pitch angle sensor fault estimation performance using the descriptor observer approach is shown in Figures 6-3 and the generator torque sensor fault estimation performance is shown in Figure 6-4. A 10 degree offset fault in the pitch angle sensor and a 10% gain factor error fault in the torque sensor are simulated. These two types of fault are applied to the sensor after 30 seconds. It is shown in Figure 6-3 and Figure 6-4 that the estimation performance for faults in both sensors is satisfactory.
The optimal rotor speed tracking performance for the fault-free case using the proposed AFTC scheme is shown in Figure 6-5. Once again, the reference to be tracked is the filtered optimal rotor speed to avoid heavy drive train torsion.
The performance of the power generation for the fault-free case using the proposed AFTC scheme is shown in Figure 6-6. The power is clearly regulated around the rated value $P_{gr} = 4.8 \times 10^6$ MW when wind speed is high.

![Graph showing power regulation in fault-free case](image)

**Figure 6-6 Power regulation in fault-free case**

The performance of the regulated generator speed for the fault-free case using the proposed AFTC scheme is shown in Figure 6-7. The generator speed is regulated around the rated value $\omega_{gr} = 162$ rad/s when the wind speed is high. The small error in tracking the reference speed is probably due to the following two reasons: (1) There is model mismatch between the original nonlinear wind turbine model and its corresponding T-S fuzzy model. (2) The wind speed is highly fluctuating and thus the controller frequently switches between the two control goals. Therefore it is difficult to regulate the generator speed around the rated values perfectly.

The performance of this AFTC strategy for the wind turbine operating in the region below rated wind speed is shown in Figure 6-8. The most severe case of all sensors becoming faulty simultaneously is simulated. Simultaneous faults involved in this scenario are: (1) a 10% gain factor error in the generator torque sensor, and (2) a 10 degree offset fault in the pitch angle sensor, and (3) a 10 rad/s offset fault in the
generator speed sensor. For comparison purposes, the performance of the baseline controller without using the AFTC scheme is also presented. It is shown that the rotor speed loses the reference signal (i.e. optimal rotor speed) without the proposed AFTC.

The power regulation performance of the proposed AFTC strategy for wind turbine operating in the region above rated wind speed is shown in Figures 6-9. Once again, the worst case in which all sensors become faulty is considered. It is also shown that the generator power can still be kept around the rated power in such an extreme case with the proposed AFTC strategy. Hence, safe operation of the generator at high wind speed can be guaranteed by using this AFTC scheme. Without the AFTC scheme, the
generator power exceeds the rated power greatly and thus will either destroy the generator or result in an emergency shutdown.

![Figure 6-9 Power regulation in the presence of sensor faults](image)

6.6 Conclusions

In this Chapter, the wind turbine system is separated into two subsystems such that an FE unit and an FDI unit can be designed for each subsystem separately. The FE unit is designed for the subsystem without enough redundant sensors while the FDI unit is designed for the subsystem with enough redundant sensors.

The proposed FE unit is based on a descriptor observer approach in which the faults and system states can be estimated simultaneously. An advantage of this approach is that the fault signal is naturally decoupled from the sensor measurement. The proposed FDI unit is based on the residual generation method using the T-S fuzzy observer proposed in Section 5.5.1.

Based on the FDI unit and FE unit, an AFTC scheme is proposed for wind turbine sensor faults. The performance of this AFTC in faulty and fault-free cases is tested through simulation with results showing the strong AFTC features of this system in terms of fault-tolerance and satisfactory control performance.

In Chapter 7, an AFTC approach using moving horizon estimation (MHE) based on T-S fuzzy modelling for wind turbine actuator faults is presented. The T-S fuzzy observer with online eigenvalue assignment proposed in Chapter 4 is utilized in this AFTC scheme. Another T-S fuzzy MPC method is also proposed in this scheme. This method
is different from the T-S fuzzy MPC approaches used in Chapter 5 and Chapter 6 since fault compensation can be achieved in this method while the fuzzy MPC in Chapter 5 and Chapter 6 are only used as the baseline controller in the AFTC schemes. Therefore, the new T-S fuzzy MPC with the ability of fault compensation is an extension to the standard T-S fuzzy MPC method used in Chapter 5 and 6.
Chapter 7: FTC for wind turbine actuator faults based on fuzzy MHE

7.1 Introduction

The actuator faults in a wind turbine can also severely affect the wind turbine system performance like sensor faults do. Therefore, several approaches have been proposed for wind turbine actuator faults (Sloth, Esbensen and Stoustrup, 2010; Soliman, Malik and Westwick, 2012; Badihi, Zhang and Hong, 2014). In the above approaches, wind turbine systems are modelled using the following techniques: (1) LPV modelling, (2) subspace identification based modelling and (3) T-S fuzzy modelling. Therefore, a key idea of dealing with wind turbine actuator faults is to transform the original nonlinear wind turbine model into other forms of model with simpler and regular structure. This is because it is difficult to deal with the actuator faults using the original highly nonlinear wind turbine model.

Based on the above ideas of model simplification, an AFTC scheme for wind turbine actuator faults is presented in this Chapter. This scheme comprises an FE unit and a fault tolerant controller. A novel approach of T-S fuzzy MHE is proposed as the FE unit for estimating actuator faults. T-S fuzzy modelling is used in this approach to transform the nonlinear wind turbine fault model into a simple LTV model to facilitate FE. Meanwhile, a fault tolerant controller based on T-S fuzzy MPC is proposed as the wind turbine controller. Fault tolerance is achieved by considering the estimated faults in the prediction model and compensating these faults with T-S fuzzy MPC.

This Chapter extends the T-S fuzzy MPC approach used in Chapters 5 and 6, which has been used only to design a baseline controller without considering faults. However, that approach is modified in this Chapter to propose another T-S fuzzy predictive controller, which is used as both a fault compensator and a wind turbine controller rather than just a baseline controller.

The remainder of this Chapter is organized as follows: The moving horizon estimation for FE of wind turbine actuator faults is proposed in Section 7.2. Actuator fault
compensation using the T-S fuzzy MPC is presented in Section 7.3. The AFTC scheme for wind turbine actuator faults and the simulation results are also described in Section 7.3. Conclusions are drawn in Section 7.4.

7.2 MHE for actuator fault estimation in wind turbine systems

MHE was proposed as a tool for estimating system states (Allgöwer et al., 1999; Rao and Rawlings, 2002; Rao, Rawlings and Mayne, 2003). It is considered as a dual problem of MPC since it involves the on-line solution of an optimization problem over a horizon in the past while MPC involves online solving a similar optimization problem over a horizon in the future.

MHE can be applied to fault estimation if the optimization problem is formulated to calculate the fault parameters rather than the system states. This idea has been noticed by some researchers and used by them for fault estimation. However, the research area of AFTC or FE based on MHE is still primitive since only a few research works in this area appeared after the year 2000 (Tyler, Asano and Morari, 2000; Samar, Gorinevsky and Boyd, 2006; Casavola and Garone, 2010; Izadi, Zhang and Gordon, 2011). In (Tyler, Asano and Morari, 2000), an MHE based approach was used for FE of a cold tandem steel mill with satisfactory simulation results. However, that approach is only applicable to linear systems. In (Samar, Gorinevsky and Boyd, 2006), an FE strategy based on MHE is proposed for an unmanned aircraft system.

To the best of the author’s knowledge, the only research works of using MHE for AFTC appeared in (Casavola and Garone, 2010) and (Izadi, Zhang and Gordon, 2011). In (Casavola and Garone, 2010), a fault tolerant adaptive control allocation scheme is proposed for nonlinear discrete-time systems subject to loss of effectiveness in actuators. MHE is used in this scheme as an FE unit for estimating multiplicative actuator faults. Once the faults are estimated, an allocation unit scheme is used to redistribute the total control effort to actuators. In (Izadi, Zhang and Gordon, 2011), a fault tolerant MPC scheme is also proposed for nonlinear discrete-time systems subject to multiplicative actuator faults. MHE is also used in this scheme to estimate actuator faults. An assumption of these two approaches is that all the system states should be measurable.
A challenge of using MHE for FE of nonlinear systems is that the fault may be in a complex nonlinear form and thus the cost function for estimating a fault is not a regular quadratic programming problem. In this Section, a novel approach of fault estimation based on T-S fuzzy MHE is proposed for FE of actuator faults in the nonlinear wind turbine system. This approach utilizes T-S fuzzy modelling to deal with the nonlinearity in the model such that the faults of nonlinear form can be transformed into that of linear form. This FE unit will be combined with a fault tolerant controller based on T-S fuzzy MPC to form an AFTC scheme.

### 7.2.1 Moving horizon estimation

The principle of MHE for state estimation is to minimize a cost function defined over a horizon in the past (Rao and Rawlings, 2002; Alessandri, Baglietto, Battistelli and Zavala, 2010). The cost function is formulated to try to let the estimated past system states fit in the past system behaviour over the horizon, which is explained below.

Consider a discrete-time nonlinear system:

\[
\begin{align*}
    x(k+1) &= g(x(k), u(k)) \\
    y &= h(x(k))
\end{align*}
\]

subject to:

\[
\begin{align*}
    u_{\text{min}} &\leq u(k) \leq u_{\text{max}} \\
    \Delta u_{\text{min}} &\leq \Delta u(k) \leq \Delta u_{\text{max}} \\
    y_{\text{min}} &\leq y(k) \leq y_{\text{max}}
\end{align*}
\]

(7-2)

where \(x(k) \in \mathbb{R}^n\) and \(u(k) \in \mathbb{R}^l\) are the state vector and input vector. \(y(k) \in \mathbb{R}^m\) are the measured outputs. (7-2) represents system constraints.

State estimation using MHE is achieved by minimize a cost function formulated as a quadratic form as follows:
\[
\min_{\hat{x}(k-N), \hat{x}(k-N+1), \ldots, \hat{x}(k)} J(\hat{x}(k-N), \hat{x}(k-N+1), \ldots, \hat{x}(k))
\]  
(7-3)

in which

\[
J(\hat{x}(k-N), \hat{x}(k-N+1), \ldots, \hat{x}(k)) = \Gamma(\hat{x}(k-N)) + \sum_{i=k-N}^{k-1} \left\| \hat{x}(i+1) - g(\hat{x}(i), u(i)) \right\|^2_Q + \sum_{i=k-N}^{k} \left\| y(i) - h(\hat{x}(i)) \right\|^2_R
\]  
(7-4)

where \( Q \) and \( R \) are positive definite matrices and can be seen as design parameters. The past system inputs \( u(i), i=k-N, k-N+1, \ldots, k-1 \) together with the past and present outputs \( y(i), i=k-N, k-N+1, \ldots, k \) are known information of system (7-1). \( \Gamma(\hat{x}(k-N)) \) is the so-called arrival cost, which summarize the past data not considered in the cost function (i.e. \( \{y(0), y(1), \ldots, y(k-N-1)\} \) and \( \{u(0), u(1), \ldots, u(k-N-1)\} \). Several forms of arrival cost are available in (Alessandri, Baglietto, Parisini and Zoppoli, 1999; Rao, Rawlings and Mayne, 2003; Alessandri, Baglietto, Battistelli and Zavala, 2010).

The estimated past and present system states (i.e. \( \{\hat{x}(k-N), \hat{x}(k-N+1), \ldots, \hat{x}(k)\} \)) can be obtained by minimizing (7-4). Minimization of the second and third terms on the right side of (7-4) means fitting the estimated system states into the dynamic behaviour of system (7-1) over the past horizon in order to obtain the most accurate state estimation. (7-3) is solved online at every time instant to calculate \( \hat{x}(k) \).

**Remark 7-1:** Stability and feasibility of MHE is achieved if the optimization problem (7-3) satisfies the assumptions proposed in (Raff, Ebenbauer, Findeisen and Allgöwer, 2005; Alessandri, Baglietto, Battistelli and Zavala, 2010) and the nonlinear system (7-1) is observable.

### 7.2.2 Actuator fault estimation for linear systems using MHE

The parameter estimation ability of MHE can be used not only to estimate system states but other parameters in the system. For a system subject to actuator faults, MHE can be used to estimate these fault parameters in the system. This idea can be utilized to design FE methods based on MHE for linear systems.
In this Section, a method for FE of actuator faults based on MHE is proposed for linear systems. This approach is based on the FE method using MHE presented in (Izadi, Zhang and Gordon, 2011). An assumption of using the method in (Izadi, Zhang and Gordon, 2011) is that all system states should be measurable, which is not practical in many cases. That assumption is not required in the method presented here since only the measured outputs rather than all the system states is utilized. The method presented in this Section can be seen as the preliminary for FE using T-S fuzzy MHE presented in Section 7.2.3.

Consider the following linear system with actuator faults:

\[
x(k+1) = Gx(k) + H(u(k) + f(k))
\]

\[
y(k) = Cx(k)
\]

in which \( x(k) \in \mathbb{R}^n \) is the state vector, \( u(k) \in \mathbb{R}^l \) is the input vector and \( y(k) \in \mathbb{R}^m \) is the measured outputs. \( f(k) \in \mathbb{R}^l \) is the actuator fault. \( G, H \) and \( C \) are system matrices with proper dimensions. The faults are bounded as \( f_{\text{min}} \leq f(k) \leq f_{\text{max}} \).

The actuator fault \( f(k) \) in (7-5) can be estimated using the idea of MHE together with an observer. If a standard Luenberger observer is designed for the system (7-5) to (7-6) without considering the actuator fault (i.e. the observer assumes \( f(k) = 0 \)) and the estimation error dynamics are given as follows:

\[
e(k) = x(k) - \hat{x}(k)
\]

Then \( \lim_{k \to \infty} e(k) = 0 \) when \( f(k) = 0 \). However, \( e(k) \) will not converge to zero in the presence of the actuator fault. Therefore, the fault information will be reflected by the value of \( e(k) \).

The following equation can be derived from (7-7) as:

\[
Ce(k) = Cx(k) - C\hat{x}(k) = y(k) - \hat{y}(k)
\]
in which \( \hat{y}(k) \) are the estimated outputs. It is shown in (7-8) that the fault information is further reflected in the difference between the measured and estimated system outputs. This characteristic can be used to design an actuator fault estimation unit using MHE, which is presented in the following optimization problem:

\[
\min_{\hat{y}(k-N), \hat{y}(k-N+1), \ldots, \hat{y}(k-1)} \sum_{i=k-N+1}^{k} \| \hat{y}(i) - y(i) \|^2_Q \tag{7-9}
\]

subject to:

\[
\hat{y}(i) = C\hat{x}(i) \tag{7-10}
\]

\[
\hat{x}(i) = G\hat{x}(i-1) + H(u(i-1) + \hat{f}(i-1)) \tag{7-11}
\]

\[
f_{\text{min}} \leq f(i-1) \leq f_{\text{max}} \tag{7-12}
\]

\( i = k - N + 1, k - N, \ldots, k \)

\( k \) denotes the current time instant, \( Q \) is a positive define matrix and \( N \) is the estimation horizon. \( \hat{x}(k) \) is the state estimation from the observer without considering the actuator fault. \( \hat{f}(i-1), i = k - N + 1, k - N, \ldots, k \) are the estimates of the actuator fault. \( y(i) \) and \( u(i-1), i = k - N + 1, k - N, \ldots, k \) are the measured past and current output data and the measured past input data in the estimation horizon. \( f_{\text{min}} \) and \( f_{\text{max}} \) are the bounds of the actuator fault if a bounded fault is considered.

The optimization problem (7-9) is a constrained quadratic programming problem and thus can be solved efficiently with mature numerical methods. (7-9) is calculated online at every time instant for fault estimation.

**Remark 7-2:** It should be noted that the faults in the past can be estimated up to the time instant \( \hat{f}(k-1) \) using this method. Therefore, the above method can only be used to estimate slow time-varying or constant faults.
Remark 7-3: This FE approach is able to estimate multiple actuator faults. This is because the estimated \( \hat{f}(k-1) \in \mathbb{R}^l \) is a fault vector with \( l \) elements corresponding to the \( l \) actuators in the input vector \( u(k) \in \mathbb{R}^l \).

7.2.3 Actuator fault estimation for nonlinear system using T-S fuzzy MHE

The method presented in Section 7.2.2 is designed for actuator FE in linear systems. However, the idea of this method can also be extended for actuator FE in nonlinear systems using T-S fuzzy modelling.

In this Section, a method of MHE based on T-S fuzzy modelling is proposed for actuator FE in nonlinear systems. The idea of the method presented in Section 7.2.2 is utilized in this method. In this T-S fuzzy MHE approach, a nonlinear system model is transformed into a T-S fuzzy model and used as the prediction model of MHE. This T-S fuzzy prediction model is a linear time-varying model and thus a linear model at every time instant. Therefore, a quadratic programming problem can be used to estimate actuator faults in nonlinear systems if this T-S fuzzy prediction model is used. The principle of this method is described below.

Consider the nonlinear discrete-time system (7-1) and its corresponding T-S fuzzy model given as:

\[
\begin{align*}
x(k + 1) &= G(\eta_k)x(k) + H(\eta_k)u(k) + a(\eta_k) \\
y(k) &= C(\eta_k)x(k)
\end{align*}
\] (7-13)

(7-13) can be obtained using the T-S fuzzy modelling method presented in Section 5.2.1.

Based on (7-13), a T-S fuzzy observer with online eigenvalue assignment can be designed for system (7-1) and given as:

\[
\begin{align*}
\hat{x}(k + 1) &= G(\eta_k)\hat{x}(k) + H(\eta_k)u(k) + a(\eta_k) + F[\hat{y}(k) - y(k)] \\
\hat{y}(k) &= C(\eta_k)\hat{x}(k)
\end{align*}
\] (7-14)

\[
\hat{y}(k) = C(\eta_k)\hat{x}(k)
\] (7-15)
(7-14) to (7-15) are based on the T-S fuzzy system (7-13) without considering actuator faults. The T-S fuzzy model in the presence of actuator faults is given as follows:

\[
x(k + 1) = G(\eta_k)x(k) + H(\eta_k)(u(k) + f(k)) + a(\eta_k) \\
y(k) = C(\eta_k)x(k)
\] (7-16)

It can be seen from the observer (7-14) to (7-15) and the corresponding fuzzy system (7-16) that \( e(k) = x(k) - \hat{x}(k) \) will not converge to zero in the presence of actuator faults. The information on faults will be reflected in \( e(k) \) and further reflected in the difference between the measured outputs \( y(k) \) and the estimation \( \hat{y}(k) \) as explained in (7-8). Using this difference, the idea of actuator FE using MHE proposed in Section 7.2.2 can be utilized to design an actuator FE method for the nonlinear system (7-1), which is presented as follows:

\[
\min_{\hat{y}(k-N),\hat{y}(k-N+1),...\hat{y}(k-1)} \sum_{i=k-N+1}^{k} \|\hat{y}(i) - y(i)\|_Q^2
\] (7-17)

subject to:

\[
\hat{y}(i) = C(\eta_i)\hat{x}(i)
\] (7-18)

\[
\hat{x}(i) = G(\eta_{i-1})\hat{x}(i-1) + H(\eta_{i-1})(u(i-1) + \hat{f}(i-1)) + a(\eta_{i-1})
\] (7-19)

\[
f_{\text{min}} \leq f(i-1) \leq f_{\text{max}}
\] (7-20)

\[
i = k - N + 1, k - N, ..., k
\]

in which \( k \) is the current time instant, \( N \) is the estimation horizon. \( Q \) is a positive definite matrix which is a design parameter. \( \hat{x}(k) \) is the estimated state from the T-S fuzzy observer (7-14) to (7-15) without considering the actuator fault. \( \hat{f}(i-1), i = k - N + 1, k - N, ..., k \) are the estimated faults in the past. \( y(i) \) and \( u(i-1) \), \( i = k - N + 1, k - N, ..., k \) are the measured past and current output data and the measured past input data over the estimation horizon.
It is shown that the prediction models in (7-19) are LTV models due to T-S fuzzy modelling and thus are linear models at every time instant. Therefore, (7-17) is a constrained quadratic programming problem at every time instant and can be solved efficiently. (7-17) is solved online at every time instant to calculate \( \hat{f}(k-1) \). Again, the method presented in this Section is designed to estimate either slow time-varying faults or constant faults.

A requirement of using the approach in this Section is that the premise variables of the membership function \( \eta_{i-1} \), \( i = k - N + 1, k - N, ..., k \) in (7-14) and (7-19) should be known (i.e. either measurable or can be estimated). This is because system matrices of the T-S fuzzy prediction model (7-19) and the T-S fuzzy observer (7-14) to (7-15) are calculated using the membership function and thus determined by these premise variables. It is shown in Section 7.2.4 that this requirement can be satisfied by the wind turbine system.

### 7.2.4 T-S fuzzy MHE for wind turbine actuator fault estimation

The actuator fault estimation approach using T-S fuzzy MHE presented in Section 7.2.3 is used in this Section to design an FE unit for nonlinear wind turbine systems. The causes of actuator faults are explained in Section 2.2.1. They can be formulated as two fault variables added to each of the two wind turbine system inputs (i.e. generator torque reference \( T_{gr} \) and pitch angle reference \( \beta_r \)) as shown in (3-10). These inputs are responsible for providing the appropriate actuation to the wind turbine system.

The proposed FE unit for the wind turbine system is formulated as the following optimization problem:

\[
\min_{\hat{y}(k-N), \hat{y}(k-N+1), ..., \hat{y}(k-1)} \sum_{i=k-N+1}^{k} \| \hat{y}(i) - y(i) \|^2_2
\]

subject to

\[
\hat{y}(k) = C\hat{x}(k)
\]

(7-21) (7-22)
\[
\dot{x}(i) = G(\eta_{i-1})\dot{x}(i-1) + H(\eta_{i-1})(u(i-1) + \hat{f}(i-1)) + D(\eta_{i-1})v(i-1) + a(\eta_{i-1})
\]  
(7-23)

\[f_{\text{min}} \leq f(i-1) \leq f_{\text{max}}
\]  
(7-24)

\[i = k - N + 1, k - N, \ldots, k\]

where \(\dot{x}(k) = \left[\dot{\omega}_r(k) \quad \dot{\omega}_s(k) \quad \hat{\beta}(k) \quad \hat{\beta}(k) \quad \hat{T_g}(k)\right]^T\) are the estimated wind turbine system states obtained using the wind turbine T-S fuzzy observer (5-48) without considering the actuator fault. \(u(k) = [T_g(k) \quad \beta_r(k)]^T\) and \(v(k)\) is the EWS. \(\eta_k\) is the membership function of the T-S fuzzy wind turbine model (5-22) and can also be written as \(\eta_k(v(k), \omega_r(k), \beta(k))\). The measured outputs of the wind turbine system are defined in \(y(k) = [\omega_r(k) \quad \beta(k) \quad T_g(k)]^T\). The system matrices in (7-22) and (7-23) are the same as those defined in (5-22). \(\hat{f}(i-1), i = k - N + 1, k - N, \ldots, k\) are the faults to be estimated. Once again, (7-21) is solved online at every time instant to estimate \(\hat{f}(k-1)\).

**Remark 7-4:** The three variables in the membership function \(\eta_k(v(k), \omega_r(k), \beta(k))\) can be either measured or estimated. \(v(k)\) can be obtained from the wind speed sensor or the EWS estimation method proposed in Section 4.3.1. The wind turbine rotor speed \(\omega_r(k)\) can be obtained from the filtered rotor speed sensor data. It should be noted that the noise in the rotor speed sensor is generally much larger than the noise in other sensors. In practice, the measurement from the rotor speed sensor is generally used as a condition monitoring signal and not for feedback control. In the FE approach of this Section, the filtered rotor speed sensor data are only used as one of the premise variables in the membership function. The pitch angle \(\beta(k)\) in the premise variable can be obtained from the pitch angle sensor.

**Remark 7-5:** The stability and feasibility conditions proposed in (Raff, Ebenbauer, Findeisen and Allgöwer, 2005; Alessandri, Baglietto, Battistelli and Zavala, 2010) cannot be applied to the T-S fuzzy MHE proposed in this Section. This is because the fuzzy MHE in this Section is a linear time varying system and thus the model parameters are
changing at every time instant. However, the standard stability and feasibility conditions are proposed for systems with fixed model parameters. Therefore, the stability and feasibility of the T-S fuzzy MHE need further investigation and can only be tested through simulation experiments so far. It is shown in the simulation results in Section 7.3.3 that the feasibility of the T-S fuzzy MHE for the wind turbine system can be achieved. Meanwhile, no problems due to instability occur during the simulation test.

### 7.3 AFTC for wind turbine actuator faults

In this Section, an AFTC scheme based on the FE unit in Section 7.2.4 and a T-S fuzzy predictive controller is proposed for the wind turbine actuator fault tolerant control. This T-S fuzzy predictive controller serves for two purpose: (1) to compensate the actuator fault estimate from the FE unit and (2) control the wind turbine.

#### 7.3.1 Actuator fault compensation using T-S fuzzy MPC

Once the actuator fault is estimated, it can be considered and compensated in the prediction model of a T-S fuzzy predictive controller. This strategy can be used to develop a fault compensator based on T-S fuzzy MPC, which is described as follows:

Considering the T-S fuzzy model (7-13) designed for the nonlinear system (7-1), the fault compensator and baseline controller can be designed in the T-S fuzzy MPC framework and formulated as the following optimization problem:

\[
\min_{u(k), u(k+1), \ldots, u(k+N-1)} \sum_{i=1}^{N} \| x(k+i) - x_r(k) \|_R 
\]

subject to:

\[
f = \hat{f}(k-1) \tag{7-26}
\]

\[
x(k) = G(\eta_{k-1}) \hat{x}(k-1) + H(\eta_{k-1})(u(k-1) + f) + a(\eta_{k-1}) \tag{7-27}
\]

\[
x(k+i+1) = G(\eta_k)x(k+i) + H(\eta_k)[u(k+i) + f] + a(\eta_{k-1}) \tag{7-28}
\]

\[
u_{\text{min}} \leq u(k+i) \leq u_{\text{max}} \tag{7-29}
\]
\[
\Delta u_{\text{min}} \leq \Delta u(k + i) \leq \Delta u_{\text{max}} \tag{7-30}
\]
\[
y_{\text{min}} \leq y(k + i) \leq y_{\text{max}} \tag{7-31}
\]

\(i = 0, 1, 2, \ldots, N - 1\)

in which \(u_{\text{min}}, u_{\text{max}}, \Delta u_{\text{min}}, \Delta u_{\text{max}}, y_{\text{min}}, y_{\text{max}}\) are the system constraints in (7-1). \(x_r(k)\) is the reference signal to be tracked and \(N\) serves as both the prediction and control horizons. \(R\) is a positive definite matrix, which is a design parameter. \(\hat{f}(k - 1)\) is the actuator fault estimated from the FE approach presented in Section 7.2.3. \(\hat{x}(k - 1)\) is the estimated system states using the T-S fuzzy observer in (7-14) to (7-15), without considering the actuator fault. (7-27) means the current system states are obtained from the T-S fuzzy observer (7-14) to (7-15) taking into account actuator faults \(f\). (7-25) is solved online at every time instant and \(u(k)\) is calculated and used as the control input.

**Remark 7-6:** It is shown in (7-25) that the T-S fuzzy MPC in this AFTC scheme is not only a baseline controller without considering faults since the faults are externally considered in the prediction model (7-28). This is quite different from the AFTC schemes proposed in Chapter 5 and Chapter 6 in which T-S fuzzy MPC is only used to design a baseline controller without considering faults.

**Remark 7-7:** It is shown in (7-28) that faults over the prediction horizon is assumed to be the same as the fault \(f\). Therefore this approach is valid only for constant or slowly time-varying actuator faults.

### 7.3.2 AFTC for wind turbine actuator faults

As shown in Section 7.3.1, a T-S fuzzy MPC approach can be used for both controlling a nonlinear system subject to constraints and compensating the actuator faults, provided that the actuator fault is estimated from a FE unit. Therefore, this approach can be combined with an FE unit to design an AFTC scheme for wind turbine actuator faults. The diagram of this scheme is shown in Figure 7-1.
Figure 7-1 AFTC scheme for wind turbine system

The design of the FE unit is this scheme is presented in Section 7.2.4. The controller in this scheme is used to solve an online optimization problem which is reformulated from (7-25) as follows:

\[
\text{min}_{u(k), u(k+1), \ldots, u(k+N-1)} \sum_{i=1}^{N} \|x(k+i) - x_i(k)\|_F
\]

subject to:

\[
f = \hat{f}(k-1)
\]

\[
x(k) = G(\eta_{k-1})\hat{x}(k-1) + H(\eta_{k-1})[u(k-1) + f] + D(\eta_{k-1})v(k-1) + a(\eta_{k-1})
\]

\[
x(k+i+1) = G(\eta_k)x(k+i) + H(\eta_k)[u(k+i) + f] + D(\eta_k)v(k) + a(\eta_k)
\]

\[
\beta_{\text{min}}(k+i) \leq \beta_x(k+i) \leq \beta_{\text{max}}(k+i)
\]

\[
\Delta \beta_{\text{min}}(k+i) \leq \beta_x(k+i) - \beta_x(k+i-1) \leq \Delta \beta_{\text{max}}(k+i)
\]

\[
T_{\text{min}}(k+i) \leq T_{gr}(k+i) \leq T_{\text{max}}(k+i)
\]

\[
\Delta T_{\text{min}}(k+i) \leq T_{gr}(k+i) - T_{gr}(k+i-1) \leq \Delta T_{\text{max}}(k+i)
\]

\[
i = 0, 1, 2, \ldots, N-1
\]
in which \( \hat{f}(k - 1) \) is the estimated wind turbine actuator fault obtained from the solution of the optimization problem (7-21). Other parameters in (7-34) to (7-36) are all the same as those defined in the optimization problem (5-43). (7-32) is solved online at every time instant and the calculated \( u(k) \) is used as the control input.

### 7.3.3 Simulation Study

The AFTC scheme is tested on the nonlinear wind turbine model presented in Section 3.2. The wind speed data used in simulation are given in Figure 5-5. The simulation results and discussions of this scheme are presented below.

The FE performance corresponding to the pitch actuator and generator torque faults is shown in Figures 7-2 and Figure 7-3. A 10 degree offset fault is added to the pitch reference and a 2000 N·m offset fault is added to the generator torque. These two offsets are used to simulate the realistic wind turbine actuator faults described in Section 2.2.1.

![Figure 7-2 FE for pitch actuator fault](image)

![Figure 7-3 FE for generator torque sensor fault](image)
It is shown in Figures 7-2 and 7-3 that the FE performance for the generator actuator fault is much better than that for the pitch actuator fault. This is due to the very high signal to noise ratio of the generator torque sensor.

The performance of the proposed AFTC scheme for the fault-free case is shown in Figures 7-4 to 7-6. Figure 7-4 shows the tracking performance for the wind turbine operating in the region below rated wind speed. Once again, the filtered optimal rotor speed is tracked to avoid heavy drive train torsion, as explained in Section 4.5.3. The performance of the generator power and speed regulation is shown in Figures 7-5 and Figure 7-6. Both the generator speed and power are regulated within their safety limits.

![Diagram](image)

**Figure 7-4 optimal rotor speed tracking in fault-free case**

![Diagram](image)

**Figure 7-5 Power regulation in fault-free case**
The performance of the AFTC scheme considering a pitch actuator fault is shown in Figure 7-7. A 10 degree offset actuator fault is added to the pitch actuator for 100 seconds in this scenario. It is shown that the degradation for the optimal rotor speed tracking performance is acceptable using the AFTC scheme, whilst the tracking performance degradation without AFTC is much greater.

Figure 7-6 Generator speed regulation in fault-free case

Figure 7-7 Tracking performance in the presence of pitch actuator fault
The performance of the AFTC scheme for the generator torque actuator fault is shown in Figure 7-8. A 2000N·m torque offset fault is added to the generator torque in this scenario. It is shown at 50s and at 220s that the generator power exceeds the rated value when the control goal switches from tracking the optimal rotor speed to tracking the power regulation or vice-versa even when FTC is used. However, it is shown that when the control goal does not change and becomes stable after 200s the power can be regulated at the value of rated power using FTC.

![Figure 7-8 Power regulation in the presence of torque actuator fault](image)

On the other hand, it is shown in Figure 7-8 that the generator power always exceeds the rated value when the control goal is power regulation and FTC is not used.

### 7.4 Conclusions

In this Chapter, an FE approach for actuator faults using MHE is proposed. For linear systems, faults can be estimated by the MHE strategy using the measured and estimated outputs from an observer. For nonlinear systems, the actuator faults can be estimated via a T-S fuzzy MHE using the measured and estimated outputs from a T-S fuzzy observer.

Based on the use of the FE unit, a controller using T-S fuzzy MPC is proposed and used as both a standard controller and an actuator fault compensator. Therefore, system
nonlinearity and constraints can still be handled since this controller is designed based on the T-S fuzzy MPC framework introduced in Chapter 5.

An AFTC scheme for wind turbine actuator faults is then proposed by combining the FE unit and the T-S fuzzy controller. The performance of this scheme is demonstrated by simulation.
Chapter 8: Summary and future work

8.1 Summary

FTC of wind turbine systems is a relatively new research subject with most of the research work in this area appearing since the late 2000s. This is therefore a relatively under-developed application subject compared with the subject of general wind turbine control without considering fault tolerance. However, it has become a fast developing research area due to some practical concerns about wind turbine operation and maintenance, such as fault tolerant ability, sustainable operation and reliability. This thesis is motivated by these practical concerns and has proposed some AFTC strategies as potential solutions. These strategies deal with faults acting in different locations of the wind turbine. Some practical issues such as inadequate or redundant sensors are considered in the design of these AFTC schemes.

The wind turbine AFTC strategies in this thesis are proposed and described in Chapters 4, 5, 6 & 7. The presentation of each strategy comprises three steps. Firstly, a detailed description of the mathematical methods used in each strategy is given. Secondly, the design of the wind turbine AFTC scheme based on these mathematical methods is described. Thirdly, the performance of the AFTC scheme is tested with simulation, using a wind turbine model derived from a realistic modern large wind turbine benchmark model.

As an Introduction to this thesis, Chapter 1 provides some general information about the research area of FTC, including definitions and some literature review. The general ideas of FTC are explained in this Chapter as well as reasons why FTC is an important research subject. This provides the reader with an opportunity to gain familiarity with the basic research concepts within the research area considered, especially for the subject of AFTC. Furthermore, the reason why AFTC approaches are used in this thesis is also explained by comparing PFTC and AFTC approaches in Section 1.3.

The thesis goes further to introduce the specific subject of AFTC of wind turbines in Chapter 2. First of all, the research motivation of AFTC for wind turbine systems is
presented. It is shown in Section 2.1 that this research subject is driven by practical concerns arising from the industry. After the description of the motivation, the complete scenario of typical wind turbine faults is outlined in order to illustrate the challenges and problems being tackled in this research subject. A review of the main research progress in this subject is also described in this Chapter.

Chapter 3 outlines typical modelling of wind turbine subsystems and faults with reference to an industry standard nonlinear wind turbine benchmark model. This benchmark system contains the main elements of wind turbine control, excluding the more complex loading effects arising from blade flapping, wind shear and tower bending which are considered outside the scope of this thesis. The benchmark system is used in simulation to test the AFTC strategies in this thesis. A requirement for AFTC approaches is that the basic functions of a process should be realized in the fault-free case and the control performance in this case should be as close as possible to the desired control performance. Therefore, the basic principle of wind turbine operation and control is introduced in Chapter 3 following the modelling of wind turbine subsystems and faults, in order to show the basic functions of the various wind turbine control systems and the control challenges (e.g. the concept of the dual control goal in different operating regions). These functions and challenges should be addressed in the design of wind turbine AFTC systems.

The main contributions of this thesis are in Chapters 4, 5, 6 & 7, although the preliminary knowledge and the literature review in earlier Chapters are also considered as important and relevant contributions (i.e. Chapters 1, 2 & 3). Chapter 4 proposes an AFTC scheme for the wind turbine operating in the region below rated wind speed in order to deal with speed sensor faults. This scheme comprises an FDI unit and a baseline controller. The FDI unit is based on the method of LSSVM (outlined early in the Chapter). Since a controller is always required in an AFTC scheme, a baseline controller based on a 1-norm robust MPC is proposed. Before introducing the concept of robust MPC, the basic principles of MPC are presented in Section 4.4.1. Finally, in Section 4.5 the design of an MPC-based AFTC scheme is given for handling wind speed sensor faults, based on the linearized wind turbine benchmark model.
Apart from wind speed sensor faults, faults also occur in other important wind turbine sensors that are typically used to provide feedback to the wind turbine control system. Hence, Chapter 5 continues to develop the AFTC scheme based on MPC, focussing on the wind turbine operation in the presence of faults in generator speed, generator torque and pitch angle sensors. Chapter 5 extends the ability of the AFTC scheme in Chapter 4 to encompass fault tolerance in both regions below and above rated wind speed. The linearized model approach in Chapter 4 cannot be used for designing AFTC system for wind turbines if two operating regions are considered since the nonlinearity is more obvious in this case. Therefore, T-S fuzzy modelling of wind turbine systems is used in Chapter 5 to approximate the original nonlinear wind turbine system for the purpose of designing an AFTC scheme for the two wind turbine operating regions. A residual based FDI unit is designed to identify and isolate sensor faults. The baseline controller is based on T-S fuzzy MPC in order to deal with the nonlinear wind turbine model and system constraints. Fault tolerance is achieved by switching to healthy sensors when the faulty sensor is identified by the FDI unit.

The fault tolerance mechanism of the AFTC approach in Chapter 5 requires that there should be enough redundant output sensors. However, this is not always the case and in some cases there are not enough redundant sensors. Therefore, an AFTC scheme utilizing analytical redundancy and limited hardware redundancy in the wind turbine system is proposed for output sensor faults and presented in Chapter 6. This scheme comprises three units. The first unit is an FDI unit which is a T-S fuzzy observer using online eigenvalue assignment. This FDI unit is for detecting and isolating generator speed sensor faults. The second unit is an FE unit using a descriptor observer approach. This unit is for estimating and decoupling the faults from the pitch angle sensor and the generator torque sensor. The third unit is the baseline controller using T-S fuzzy MPC. Fault tolerance for generator speed sensor faults is achieved by switching to a healthy generator speed sensor when the faulty one is identified by the FDI unit. Meanwhile, Fault tolerance for pitch angle and generator torque sensors is achieved by decoupling faults from the outputs of these two sensors using the FE unit.

The T-S fuzzy MPC is used in Chapter 5 and Chapter 6 as the baseline controller without considering faults. The faults are considered by an FE unit and/or the switching mechanism based on an FDI unit. In Chapter 7, another T-S fuzzy MPC with the ability
to compensate actuator faults is proposed, which can be seen as an extension of the baseline controller designed in Chapter 5 and Chapter 6. The AFTC scheme in Chapter 7 comprises an FE unit and a controller. An approach of actuator fault estimation via T-S fuzzy MHE is proposed and used as the FE unit. Meanwhile, a T-S fuzzy predictive controller is used in this scheme to compensate the estimated faults and control the wind turbine.

The following conclusions can be drawn from the research work in this thesis. First of all, it is shown in this thesis that MPC is an effective method to deal with the wind turbine control problem and has the potential to be applied in real wind turbines. Secondly, it is shown in Chapters 5, 6 and 7 that a T-S fuzzy model is able to approximate the nonlinear wind turbine model and facilitate design of the wind turbine controller. Thirdly, it is shown in simulation results that the proposed FE and FDI methods in this thesis can be combined with MPC to form AFTC schemes with satisfactory fault tolerant performance.

8.2 Future work

Although some new approaches for AFTC of wind turbines have been proposed in this thesis, there are still some future work which could be done following this work. These potential future works are presented as follows.

The simulation results show that the T-S fuzzy MPC proposed in this thesis is effective for controlling a nonlinear wind turbine system. However, this method is still in a primitive stage which needs further development. At the time of finishing this thesis, the stability of this method is still being investigated in our laboratory. This stability condition is complicated by the dual control goal problem in the wind turbine. This is because the weighting matrix in (5-47) becomes time-varying in the case of the dual control goals. A potential solution for the stability issue of this method is to refer to an idea of robust stability presented in (Casavola, Giannelli and Mosca, 2000) which is proposed for input-constrained linear uncertain system. The system to be controlled in that approach and the T-S fuzzy wind turbine system in this thesis are both polytopic dynamic systems in essence and are both controlled using MPC.
The FDI unit using residual generation proposed in Section 5.5.1 and Section 6.4.1 takes into account modelling error and sensor noise by setting a proper threshold for residual signals. This is an implicit way of considering uncertainties. However, it could be valuable to investigate using robust approaches to consider these uncertainties externally.

During the construction of the T-S Fuzzy wind turbine model, the high order terms in the Taylor series expansion are ignored. Although simulation results in this thesis show that the wind turbine system is insensitive to this small uncertainty effects, it is still theoretically valuable to consider this effect in the design of the wind turbine AFTC scheme.

Most of the research works on AFTC of wind turbines have focused on either actuator faults or sensor faults so far. However, component faults in the wind turbine are seldom considered in the literature. Therefore, AFTC for wind turbine component faults is still a primitive research area that worth investigating. One possible method to deal with component faults is the online model identification approach, in which the model is updated online to consider the change of model due to component faults.

This thesis considers AFTC of wind turbines only from the power control aspect. Therefore, the performance of the AFTC schemes in this thesis is judged by whether maximum power production and generator power regulation can still be achieved by the control system in the presence of faults. However, there is another aspect of wind turbine control which is the control of structure load in wind turbines. Although this aspect is beyond the scope of this thesis, it is valuable to investigate how to design wind turbine AFTC schemes such that the control performance of both power production and structure load can be acceptable in the presence of various faults.
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