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Abstract

This research studies the evolution of solidification microstructures in applied external physical fields including in a pulse electric current plus a static magnetic field, and a pulse electromagnetic field. A novel electromagnetic pulse device and a solidification apparatus were designed, built and commissioned in this research. It can generate programmable electromagnetic pulses with tuneable amplitudes, durations and frequencies to suit different alloys and sample dimensions for research at university laboratory and at synchrotron X-ray beamlines.

Systematic studies were made using the novel pulse electromagnetic field device, together with finite element modelling of the multiphysics of the pulse electromagnetic field and microstructural characterisation of the samples made using scanning electron microscopy, X-ray imaging and tomography.

The research demonstrated that the Lorentz force and magnetic flux are the dominant parameters for achieving the grain refinement and enhancing the solute diffusion. At a discharging voltage from 120 V, a complete equaxed dendritic structure can be achieved for Al-15Cu alloy samples, the strong Lorentz force not only disrupts the growing direction of primary dendrites, it is also enough to disrupts the growing directions of primary intermetallic Al₂Cu phases in Al-35Cu alloy, resulting a refined solidification microstructures. The applied electromagnetic field also has significant effect on refining the eutectic structures and promoting the solute diffusion in the eutectic laminar structure.

The research has demonstrated that the pulse electromagnetic field is a promising green technology for metal manufacture industry.
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</tr>
<tr>
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<tr>
<td>EMP</td>
<td>Electromagnetic pulse</td>
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<tr>
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<td>Electromagnetic processing of materials</td>
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<td>PicoLog for windows</td>
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<tr>
<td>PMO</td>
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<td>PSF</td>
<td>Point spread function</td>
</tr>
<tr>
<td>RF</td>
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</tr>
<tr>
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</tr>
<tr>
<td>--------------</td>
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</tr>
<tr>
<td>SEM</td>
<td>Scanning electron microscopy</td>
</tr>
<tr>
<td>STR</td>
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</tr>
<tr>
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Chapter 1: Introduction

1.1 Background

Metal alloys are the very important structural and functional materials in human society since civilisation began many thousands of years ago, and continue to be the indispensable materials in man-made products, vehicles and infrastructure in the modern world. The physical, functional and mechanical properties of metal alloys are determined mainly by the chemistry, nano and micro metre scale structures (grain size) and defects (voids and/or inclusions), and their characteristic distributions within the alloys. Generally, the smaller, the grain size, the stronger and tougher, the alloys as defined by the classical Hall-Petch relationship. How to achieve an optimal morphology, size and distribution of the grains and those of the defects to maximise the alloy’s mechanical properties are the main driving force for metal alloy research for many years.

Many techniques and industrial practices have been developed to refine the grain size of metal alloys through solidification, solid state deformation plus recrystallisation, etc. The conventional methods of adding external grain refiners to refine the solidification structure of metal alloys have been used in industry for many decades [1]. Those methods have inherent problems. Firstly, different alloys need grain refiners of different chemistry, such as Al-Ti-B for Al-based alloys, Zr for Mg-based alloys, etc [1, 2]. Secondly, different operation practices are needed for different alloys systems, and each of the operation inevitably add extra cost to the manufacturing of the alloys and most likely an adverse impact to the environment. To reduce the environment impact and develop a sustainable and green manufacturing strategy, in the past twenty years or so, many researches have been carried out to develop novel grain refining technologies. The most important developments so far have been the uses of external physical field methods,
such as ultrasound waves and/or electric or magnetic field based methods to control the nucleation and growth of grains during metal solidification because they are essentially generic physical methods irrespective of the chemistry of the alloys involved. For example, direct-contact electric current pulse (DECP) and electromagnetic stirring [3-5] have been showed to be effective techniques for grain refinement. However, many studies have also showed or demonstrated the limitation or drawbacks of some of those techniques. For instance, the DECP method is efficient in processing small volume of melt when the electrical probes used are in direct contact with the melt held in a stationary crucible. But it is difficult to be used in dealing with large volume of melt in a continuous casting operation. The conventional electromagnetic stirring method is a non-contact method, suitable for continuous casting operations. However it is very challenge to apply it uniformly in a large volume of melt, and often a huge amount of energy with dangerously high electric current or voltage [6, 7] are needed. Hence, intensive worldwide researches are continuing to search the generic and energy efficient physical field methods for metal manufacture industry in order to control the gain nucleation and grain growth during solidification regardless of the alloy chemistry. This is the technical and industrial background of the research described in this thesis.

1.2 The structure of the thesis

The thesis consists of 8 chapters as detailed below.

Chapter 1 is a brief introduction of the technical and industrial background concerning the research, and the structure of the thesis.

Chapter 2 reviews the literatures that are directly relevant to the research, and they are grouped into four sections: (1) metallic alloys and solidification processes, (2) the external physical fields, (2) material characterisation using synchrotron X-ray, and (4) computational modelling.
Chapter 3 describes in details the in situ synchrotron X-ray studies of dendrite growth and the fragmentation behaviour under the pulse electric current, including the experimental apparatus and setup, the resulting X-ray images, the processing of the images, and the underlying science revealed by those images.

Chapter 4 describes in details the design, building and commissioning of an electromagnetic pulse (EMP) device and the solidification apparatus, and their integration to form a novel EMP solidification apparatus.

Chapter 5 presents the metal samples and their microstructures manufactured using the EMP device under different solidification conditions. The microstructures of the alloys with and without EMP treatment are characterised in 2-D using optical and scanning electron microscopy, and in 3-D using Synchrotron X-ray tomography.

Chapter 6 describes the computational model developed to simulate the multiphysics of the pulse electromagnetic field, including the pulse magnetic flux density, the induced current, the pulse Lorentz force and melt flow velocity field. The validations of the simulated magnetic flux densities versus the measured ones are also presented.

Chapter 7 discusses in details the novelties of the EMP device developed, the effects of the EMP parameters on the formation of different microstructures, and the dominant control parameters identified via the comparison between experiments and simulations.

Chapter 8 is the conclusion chapter, summarising the major findings and contributions of the research to this important research field. Possible future directions to continue this work are also briefly discussed.
Chapter 2 : Literature reviews

In this chapter, the literatures that are relevant to this research are critically analysed and reviewed. It consists of three parts: (1) the fundamental and applied research concerning the solidification of metal alloys under external physical fields, (2) X-ray imaging and tomography techniques that were used in this research for the characterisation of the macro/microstructures of the alloys made under different solidification conditions, and (3) the finite element based multiphysics modelling methodologies that were used in this research to simulate the multiphysics phenomena in pulse electromagnetic fields.

2.1 Metallic alloys and the solidification processes

2.1.1 Metallic alloys and the mechanical strength

Metallic alloys are the widely used structural materials in human society, and from the mechanical property point of view, a combination of high strength, high ductility, low density are often needed. Depending on the applications, high temperature creep strength or fatigue or fracture toughness may also be required for the materials. The mechanical strength of metal alloys is predominantly governed by the size of the grains as described by the Hall-Petch relationship [8-12]:

\[ \sigma_y = \sigma_0 + k_m d^{-\frac{1}{2}} \]  \hspace{1cm} (2.1)

Where \( \sigma_y \) is the yield strength, \( \sigma_0 \) is a material constant for the starting strength, \( k_m \) is a material constant and \( d \) is the diameter of grain.
This equation shows that the yield strength is inversely-proportional to the square root of the grain size. So when the grain size of material is decreased, the material yield strength is increased. Therefore, reducing the grain size, i.e. the microstructure of materials would normally increase the strength of the materials [13], as the example shown in Fig. 2.1. The common processing technology used to refine the grain size of materials is to control the nucleation and grain growth during solidification. For metallic alloys in the as-cast condition, the most dominant factors to determine their mechanical properties are the morphology and grain size of the microstructures plus any casting defects.

![Graph showing the relationship between grain size and yield stress of steel and iron](image)

**Fig. 2.1.** The relationship of grain size and yield stress of steel and iron [13]

### 2.1.2 The solidification processes and microstructures

When liquid metal is cooled to below the melting point, phase changes from liquid to solid occur, and this process is generally called solidification. There are two main stages of solidification: grain nucleation and crystal growth (solid-liquid interface movement) [14].
Nucleation is the step where the solute molecules dispersed in the solvent start to gather into cluster. Crystal growth is the subsequent growth of the nuclei that succeed in achieving the critical cluster size. When cluster reaches a critical size, it becomes a stable nucleus and continues to grow. The crystals increase in size by progressive addition of atoms and grow until they meet other crystals. In engineering materials, a crystal is usually referred to as a grain. A grain is simply a crystal without smooth faces because its growth is impeded by contact with another grain or a boundary surface. The interface formed between grains is called grain boundary. In metals, the crystals normally form a pattern consisting of a main branch with many side branches. A crystal with this morphology is called a dendrite.

2.1.2.1 Dendrite structure

Generally, solidification leads to two types of grain morphologies: columnar and equiaxed. In most industrial applications the desired morphology of grains is fine equiaxed grains. Moreover, according to the Hall-Petch relationship, fine grain size gives higher yield strength and more isotropic and uniform mechanical properties [15].

When solidification starts from a ‘cold’ surface, the nuclei of crystals initially are formed from the chill wall of mould. As the heat is extracted by the mould wall to environment, the grains grow against the direction of the heat flow to form columnar dendrite microstructure called ‘the directional growth’, this is a columnar zone. Finally, the inner equiaxed growth occurred again due to the flow of heat from the dendrites in the liquid zone. They can also originate from broken dendrite side-branches [16]. Fig. 2.2 shows the formation of dendrite microstructures.
Fig. 2.2. The formation of dendrite microstructures during the solidification, (a) columnar dendrite and (b) equiaxed dendrite [16].

Columnar-to-equiaxed transition (CET) [17-20] occurs during columnar growth when new grains grow ahead of the columnar front in the undercooled liquid. Under certain conditions, these grains can stop the columnar growth and then the solidification microstructure becomes equiaxed. A transition of columnar to equiaxed growth occurs when the nucleation of equiaxed grain formed in the liquid ahead of the columnar zone.

Dendrite microstructure is usually the tree-like pattern which has trunk and branches, often called dendritic arms. Depending on the competitive mechanism between heat and solute transfer, the branch can develop into 2\textsuperscript{nd}, 3\textsuperscript{rd} or higher order arms.

2.1.2.2 Defects in casting

During solidification, the common defects [21] normally occur in casting are described in following section.

Chemistry segregation of solutes often occurs upon freezing of alloys. Segregation refers to non-uniformity of chemical composition [22], is a
consequence of rejection of solutes by the solid into the interdendritic liquid. Segregation also is subdivided into macrosegregation and microsegregation. Microsegregation results from freezing of solute-enriched liquid in the interdendritic spaces. Macrosegregation is non-uniformity of composition in the cast section on a larger scale.

Metal alloy shrinks during solidification because its volume in the solid state is smaller than that in the liquid state. If a solidifying metal cannot be fed by its surrounding liquid due to some blockage to compensate the shrinking during solidification, then shrinkage defects or voids will occur inside the solidified metal, and this is called volumetric shrinkage \[23\]. Shrinkage is sometime result of bad design of mould such as sprue is too thin and too long so the melt is cooled before flow into the cavity of mould. Moreover, shrinkage porosity can be occurred when the alloys have a wide freezing range.

Porosity is small voids within the solid metal after solidification \[24\]. Porosity is a common casting defect that results from insufficient feeding. As liquid metal flows through the interdendritic regions, the dendrite arms continue to thicken and minimize interdendritic feeding. During solidification, some interdendritic regions become blocked. The blocked interdendritic liquid shrinks as it solidifies, thus causing interdendritic porosity in the casting.

Hot tears are irregularly internal or external cracks occur immediately after the metal has solidified due to the metal is weak when it is hot \[25, 26\]. Hot tears form at the grain boundaries or at the interdendritic regions. When it solidifies the residual stresses in the solid metal cause the hot tear. Hot tears often occur on poorly designed mould such as having sudden section changes or having no proper fillets and improper placement of gates and risers or incorrect pouring temperatures.
Bubbles damage occurs from the gas bubbles inside liquid metal. The bubbles can be held by liquid metal during solidification, however, after solidification the solid metal release gas out in the form of bubbles, so porosity and pore form [27]. Porosity and pore regularly occurs on the surface and inside of the solid metal, respectively.

Inclusion is a metal contamination often caused by ‘slag’ in liquid metal [28]. Some of slag is metal oxides, nitrides, carbides, or sulphides which are trapped in the liquid metal during flowing into the mould. They can come from material that is eroded from furnace or contaminates from the mould. Generally, microstructure and defects formed during solidification are very important factor in determining the properties and quality of casting products [29].

Reasons for these defects are usually not well-prepared melt and mistakes in the casting. The defects give non-uniformly microstructure of material effects to the mechanical properties of materials.

Casting defects have a detrimental effect on mechanical properties not only fatigue life, but also tensile strength and fracture toughness by stress concentration and reduction of effective area. Tensile, fracture toughness and fatigue strength have very good linear relationship with defect volume fraction because maximum defect area fraction or size may be dependent on defect volume fraction [30].

In summary, the mechanical properties of materials are determined by all factors mentioned above. The required microstructure for the enhancement of mechanical properties is fine equiaxed grain and uniformly microstructure thus the grain refinement is necessary. When the cast grain size is reduced (grain changes from columnar to equiaxed) or the structure is globular instead of dendritic the mechanical properties of castings is improved [12, 14, 31, 32].
2.1.3 Directional solidification

Directional solidification (DS) is a special casting process, designed to control the growth of solidification microstructure and to form a desired direction of metal structure. Directional solidification occurs when an appropriate thermal gradient established in the gap between a hot zone and a cold zone during crystal growth. This process can be used to avoid the formation of grain boundaries, particularly in the direction perpendicular to the dendrite growth direction. Directional solidification technology [33] is also an important research methodology for studying fundamental solidification theory [34] because directional solidification can achieve controllable cooling rates with a broad range of solidification structure formed from near-equilibrium to far-from equilibrium conditions [34].

2.1.4 Microstructure refinement during solidification

As mentioned in previous sections, the mechanical properties of cast alloys, such as strength and ductility, are mainly determined by the grain structure and defect formed during solidification processes. To achieve an optimal morphology, size and distribution of the grains and those of the defects (voids and/or inclusions) in order to maximise the alloy’s mechanical properties are the main driving force for research concerning metal alloys for many years.

Several methods are known that can realise grain refinement in solidification processes such as adding external grain refiners [35], cooling the alloys by rapidly extracting the heat away during solidification (rapid solidification) [36], stirring or “shaking” the solidifying melt by mechanical and/or electromagnetic vibrations [37], or ultrasonic waves [38].

The basic mechanism to refine solidification microstructure is to increase the nucleation density and control the grain growth. The common mechanisms used to promote the formation of an equiaxed microstructure are: i) grain inoculation – adding external grain refiner particles into the
melt to promote heterogeneous nucleation [39] which has been used in industry for many decades, for instance, using Al-Ti-B in Al alloys [40], Zr for Mg-based alloys [2, 35], Be for Ti-based alloys [41, 42] and Ce for steel [43, 44]. However, different inoculating particles of different chemical compositions, and different operation practices are needed for different alloy systems, and each of the operation inevitably add extra cost to the manufacturing of the alloys and most likely an adverse impact to the environment.

Thus, in the past 20 years or so, many external physical field based techniques have been developed in order to control the solidification microstructures via the mechanisms of promoting nucleation, dispersion and grain multiplication under physical fields or mechanical force but without any chemical additions. The typical examples are pulse electric current [45], ultrasonic waves [46], static or variable magnetic fields [47] and electromagnetic stirring [48], etc. The techniques that are directly relevant to this research are briefly reviewed in the following sections.

2.1.5 Solidification under external physical fields

External physical fields are able to produce force inside the solidifying melt, disturbing the growth of grains or dendrites, or breaking the growing dendrite arms to act as embryonic nuclei for the subsequent new grains to grow upon. This process is often called dendrite fragmentation or grain multiplication process [49]. The force also produces strong convection to disperse the newly formed dendrite fragments throughout the solidifying melt, so that grain growth can take place uniformly inside the whole solidifying melt volume, resulting in a refined grain structures. The basic theory and governing equations concerning the electromagnetic field are briefly reviewed here.
2.1.6 The multiphysics of electromagnetic field

The concept of applying electromagnetic fields to materials processing was initiated by Asai [50] in 1989, and it was termed as Electromagnetic Processing of Materials (EPM). Since then, 7 series of international conferences have been already dedicated to the development in this field, and the 8th conference to be held in France on 12-16 Oct 2015. The multiphysics phenomena and the governing equations for the key variables of an electromagnetic field are briefly described below (the meaning of the symbols used below can be found in the List of Symbols at the beginning of the Thesis, i.e. page vii):

i) The magnetic pressure, $P_m$ is defined as:

$$ P_m = \frac{B^2}{2\mu} $$

(2.2)

This is the variable to govern the shape of the magnetic field.

ii) The Lorentz force generated by the interaction between an imposing direct electric current and the magnetic field is given by:

$$ F = I \times B $$

(2.3)

This force is the main driving force to create strong convection in the melt.

iii) The suppression force when applying a direct magnetic field on a moving molten metal is calculated by:

$$ F_s = \sigma (\mathbf{v} \times \mathbf{B}) \times \mathbf{B} $$

(2.4)
iv) The levitation force that is against the gravity due to the electromagnetic field is:

\[ \mathbf{J} \times \mathbf{B} = \rho g \]  \hspace{1cm} (2.5)

v) The force to create a melt splashing when the electromagnetic force is much higher than gravity can be calculated by:

\[ F_q = \frac{|I|^2}{\sigma} \]  \hspace{1cm} (2.6)

vi) the joule heat created by the magnetic field is governed by:

\[ q = \frac{1}{T} \int_{0}^{T} \frac{j^2}{\sigma} \, dt. \]  \hspace{1cm} (2.7)

In 1990, Garnier [51] reported that many European companies and research centres had an internationally leading position in developing magnetic field based techniques for materials processing, for example: i) the use of magnetic field for single crystal manufacturing to control the temperature and velocity fluctuation in the liquid metal during crystal pulling process, ii) application of electromagnetic stirring for induction melting of oxides and ceramics with very high melting point and in rheocasting, iii) using the electromagnetic field to impose and control the shape of liquid metal jet, iv) the levitation melting for continuous casting of very reactive and high melting point materials, and v) controlling the stabilization of liquid metal free surface of strip casting.

Moreover, Takahashi [52] summarised that the applications or impositions of electromagnetic field can be classified into 6 types: i) Simultaneous imposition of direct current and stationary magnetic field, ii) Imposition of alternating current, iii) Imposition of alternating magnetic field, iv) Imposition of travelling magnetic field, v) Simultaneous imposition of
alternating current and alternating magnetic field and vi) Imposition of stationary magnetic field.

Relevant to grain refinement, two main basic approaches have been studied and used [53]:

i) Conducting a direct contact current directly into the melt via contacting electric probes and interacting with the magnetic field.

ii) Generating an induced current in the melt, allowing it to interact with the magnetic field as described in Eq. 2.3. The physics and pros and cons of the two methods are briefly discussed below.

### 2.1.6.1 Direct contact current

The Lorentz force \( \mathbf{F} \) that is induced by the interaction between an electric current \( I \) and the magnetic field \( B \) it is passing through [54-57] can be calculated by Eq.2.3.

Fig. 2.3a shows the direction of the Lorentz force induced from the interaction of a current (input via the direct-contact of the electrode with the melt) with magnetic field (induced or stationary magnetic field). It follows the right hand rule. Using this approach, electromagnetic vibration, direct electric current pulse (Fig. 2.3c) and pulse electromagnetic force can be realised.

Fig. 2.3b presents the induced Lorentz force by the use of an alternating current inside an alternating magnetic field. This technique is called electromagnetic vibration.

Fig. 2.3d shows the concept of, in a contact manner, applying pulse electric current into a stationary magnetic field created by a permanent magnet.
Fig. 2.3. (a) The right hand rule, (b) the Lorentz force generated in an electromagnetic vibration technique, (c) the direct-contact pulse electric current technique and (d) the contact pulse electric current technique.

2.1.6.2 Induced current

When an electric current passes through a coil or solenoid wire, the induced current occurs inside the metal surrounded by the coil. The electromagnetic force produced by the interaction of the induced current and the induced magnetic field is shown in Fig. 2.4a. Lorentz force is generated with its direction pointing towards the centre of the system according to the right-hand rule.
Fig. 2.4. (a) The Lorentz force generated from the interaction between an induced current and the induced magnetic field, (b) the setup of the electromagnetic stirring and pulse magneto oscillation, (c) schematic view of the travelling magnetic field, and the Lorentz force directions.

Fig. 2.4b shows a simplified setup for electromagnetic stirring and pulse magneto oscillation. The two techniques are quite similar in term of the physical setup, despite the function of induced Lorentz force is different due to the difference in how the induced current is generated. The details of the two techniques are described in next section.

Fig. 2.4c shows the principle of travelling magnetic field, this technique is quite unique due to Lorentz force direction is different from other techniques.
2.1.7 Applications of electromagnetic field for grain refinement

The effect of electromagnetic field on grain refinement was first observed in 1970 by Israiloff [58] due to dendrites breaking up by the use of an electromagnetic vibrator. Later, in 1970s, electromagnetic stirring for structure refinement was developed by Chernysh [48] in 1973; and after 1975, the electromagnetic vibration technique was started to be used in the solidification of Al and Al alloys [59]. Later the methods were demonstrated successfully in refining steel by Takeuchi [60] and Sahu [61]. A number of specific methods have been developed for grain refinement so far as described below.

2.1.7.1 Electromagnetic vibration (EMV)

This technique was successfully applied to refine the microstructure of Al alloys since 1975 by Nishimura [59] and it has been studied with gradually increasing interest. The principle of EMV is that the electromagnetic force generate from the simultaneous imposition of a direct magnetic field and an alternating electric field of the current density on a conducting liquid as schematically shown in Fig. 2.3b. The AC current passes through the sample via the copper electrode rods in the present magnetic field of superconducting magnet. The interaction of both two fields causes the electromagnetic force.

The force acts on the particles of the conducting liquid and causes them to vibrate. The vibration occurs when the alternating electric current induces an alternating magnetic field with the same frequency which then interacts with the electric current itself and induces an alternating electromagnetic force composed of a time-independent component and a time-variable component leading to a frequency twice that of the original electric current.

The vibrating electromagnetic force is generated inside the liquid, with a frequency equal to that of the applied electric field and a direction perpendicular to the plane of the two fields [62]. On the other hand, the
liquid is directly vibrated at the same frequency as the alternating current. The vibration causes the liquid flow strongly related to the frequency of the AC current, but the static magnetic field is only affect the alignment of the microstructure to their magnetization direction [63]. Some of researchers used EMV to act as a sonic or ultrasonic vibrator. When high intensity sonic or ultrasonic waves are transmitted through molten metals, the following benefits can be found for the melt including grain refinement, dispersive effects, and degassing, which can reduce porosity. The cavitation effect can prevent the agglomeration of fine particles or tiny phases in the melt from happening [54]. Vives [64] have studied the effect of EMV and found that the microstructure of Al alloys under EMV were refined. The effects of EMV were confirmed by the experiment of Li [63] using variable vibration frequencies, the results exhibited that the higher frequency, the finer of the grain size of alloys.

### 2.1.7.2 Direct-contact electric current pulse (DECP)

The DECP is also electromagnetic force generator, but the setup is different from electromagnetic vibration. The electrodes of DECP are immersed into the liquid metal as shown in Fig. 2.3c. Generally, DECP consists of the electrodes and current generator to generate the electromagnetic field when the current passing through the electrode into the molten metal. The area surrounds the electrodes are effective regions that the forming nuclei will be influenced.

When DECP is directly applied, the shock wave or the pressure gradient by the high pulse discharged into the liquid metal interrupts the growth of dendrite, fracturing dendrite arms during solidification [6, 45]. The higher the pulse voltage or current applied, the stronger force produced. High pulse voltage can be generated by using a capacitor bank [5, 6]. The electric current discharged from the capacitor bank is a short pulse, and after the discharge current instantaneously reached its peak value, the amplitude declined with time rapidly. The electromagnetic induced by the oscillating discharge current results in the vibration of the melt [65]. Li [45]
found that DECP improves the nucleation rate near the upper surface of the ingot by joule heat, which promotes heterogeneous nucleation. DECP induces force to move the nucleus from the top surface to the bottom, the solidification structure is refined. This method was also used in early 1990 by Nakada [5], and high voltage generated from a capacitor bank was applied into liquid or semi-solid materials. The large pressure gradient generated inside the melt led to the microstructure breaking down.

Some researchers [6, 7, 45] argued that the grain size of material is refined under the effect of direct electric current pulse and high voltage with short-time of electromagnetic force applied at the early and the late stage of solidification. Ma [66] showed that the position of the electrodes also influences the refinement, where the effective positions to immerge the electrodes are at the two ends of the mould, or at top and bottom. Moreover, Xi-bin’s [49] simulation confirmed that the effective point of the DECP is at the two ends of electrodes.

2.1.7.3 Pulse electric current (PEC)

The research team of the material group of Oxford University has designed and built a pulse electric current (PEC) [67] device (the equipment and setup are described in the following chapter). This technique is modified from the Misra [68]. The purpose is to study in situ the effect of PEC on the growth and fragmentation of dendrites using synchrotron X-ray.

For the Lorentz force generated in this way, the direction of the force will change relative to the change of the electric current vector. In the case of using AC current, the electric current of a sine wave will lead to a sine wave of force. In addition, the amplitude of the force is dependent on the amplitude of the electric current passing through the sample.
2.1.7.4 Electromagnetic stirring (EMS)

EMS has already been shown successfully in grain refinement since 1973 [48]. Theoretically, EMS uses the electromagnetic force to stir the melt by oscillating the liquid and creating the cavitation and convection phenomena for promoting grain refinements [64, 69]. EMS creates an inhomogeneous Lorentz force in the metal by alternating magnetic field. In the case of an axisymmetric induction coil surrounding a cylindrical specimen, the force is normal to the surface of the alloy in the plane of the coil, but decreases with the depth. Fig. 2.4a demonstrates schematically the principle of EMS.

Ogsawara [70] stated that during crystal growth, the columnar grains formed and grew from the bottom of the mould. However, after the EMS was applied the microstructure changed from long blocky to globular structure. The equiaxed grains occurred at the upper part of mould while the agglomeration induced by electromagnetic force toward inner the melt [71]. The effects of this technique contributes to grain refinement in the manner of the flow stir the mushy zone and partially remelt dendrite arms and produced lower thermal gradient in the liquid and therefore the undercooling region was extended to promote CET transition [72].

Vives also [64] showed that the grain of material experienced more force when the amplitude of the electromagnetic force was increased by varying the current amplitude and magnetic field. Hernadez [73] revealed high AC current resulted in better microstructure refinement and more globular microstructure. Increasing of stirring power obviously improved the performance of grain refinement. Further, Yoshikawa [71] found that heavily alloyed materials are more sensitive to the electromagnetic force than lower composition materials.

The properties of alloys have been improved after the EMS treatment [74], and Lei [75] revealed that EMS changed the grain size of Mg-Li-Al-Zn alloys from long block to global shape with an improvement in tensile strength. Zheng also [76] studied the change of grain size, fractal dimension and
shape fraction under the EMS and found that the increase of stirring power could obviously affect the grain size, fractal dimension and shape factor of the primary phases.

2.1.7.5 Travelling magnetic field (TMF)

TMF is a direct technique to introduce an electromagnetic force (body force) to the sample in the direction related to gravity. The force is created by means of applying out-of-phase currents to a number of coils. Three phases current applied as shown in Fig. 2.4c, the three phases (1–1’), (2–2’), (3–3’) are fed by three alternating current shifted in time. The Lorentz force is induced inside of a conducting melt [77] in the cylinder container and the force direction acts in the axial directions, against gravity or parallel to gravity. This force induces the liquid flows during crystal formation, the flows disturb the growth of grain and stir the nuclei distributes in the direction of flow.

The force direction depends on the travelling field created from current path. So that, the force can either enhance or reduce the buoyancy effect of gravity to flow the melt [78]. Metan et.al [79] studied the influence of the travelling fields on Al-Si alloys. They reported that the forced convection within the solidifying melt causes grain refinement but with alteration microstructure forming. Zaidat [80] considered the directional solidification of Al–Ni alloys under the influence of a travelling magnetic field and observed a disturbance of the equiaxed microstructure. The effect of the TMF enhances the nucleation and the growth of equiaxed grains.

2.1.7.6 Pulse magneto oscillation (PMO)

Recently, a novel, non-contact technique has been developed and named as pulse magneto oscillation (PMO). It was first studied by Gong [81] using the setup in Fig. 2.4b, PMO stores electric power using a high capacitance capacitor, then discharges the pulse current into a coil which induces a pulse Lorentz force. The Lorentz force causes the vibration of the liquid
metal due to the coil contact the outer surface of sample container. The inner melt will be shocked by the pulse oscillating wave so that the structure can be refinement. Grain refinement is achieved mainly due to the nucleus increase in the solidifying melt then the growing grains block other columnar grains, leading to equiaxed grains. Gong also showed that the grains of pure aluminium were refined when PMO applied and mentioned that the nucleus falls off the mould wall and drifts in the melt, the nucleus increase in the solidifying melt by the Lorentz force of PMO.

Several researchers [82, 83] studied the effect of PMO on pure Al, one studied the effect of PMO in different solidification stages, the structure is best refined during the nucleation stage and the first half period of crystal growth [81]. During nucleation stage, the nuclei experienced the Lorentz force then fall off from the mould wall and grow during its fall off. The grain grew into an equiaxed morphology and impinged the primary dendrite that grew from the bottom of the mould.

The most important issue is to generate sufficient pulse Lorentz force. They found that the magnitude of Lorentz force depends on three parameters: the linear current density, oscillation frequency and discharge frequency [82]. Moreover, lower pulse frequency and high pulse current are more effective for refinement [84].

2.1.8 Summary

For all electromagnetic field techniques reviewed so far, the main advantages are:

i) They are green manufacturing technologies because there are no residual detrimental materials left inside the alloys after solidification, and sufficient electromagnetic expulsive force can be generated to act on the solidifying melt [50]. It offers a clean processes in environmental perspective, since there is no contact between the melt and the power source due to the intrinsic properties of electromagnetic fields [85, 86].
ii) They are generic methods. The effect of electromagnetic force is only dependent on the difference in electric conductivity and those between the different elements or phases in the melt but independent of chemical compositions or state (solid, liquid).

However, the electromagnetic field techniques also have disadvantages depending on the setup and its characteristics:

i) For the direct-contact techniques, the parts or probes of those apparatus have to merge or attach to the melt to transmit the currents into the melt. The immersed part of device is contacting the molten sample which causes contamination of the melt and damage of the device.

ii) The direct-contact techniques are effective for refinement of small volume of melt, but have limitation in applying the current into a large volume of melt.

iii) For non-contact techniques, there is a need of high electric current or voltage (a huge consumption of energy) to generate huge amount of force into the melt in order to break up the grain structure during solidification, Therefore it is also difficult for large volume of melt.

Based on the above reviews and analyses, an energy efficient electromagnetic pulse (EMP) device was designed and developed in this research with the aim of combining the above mentioned advantages together. The principle, design and the manufacturing of this device is very detail described in Chapter 4.
2.2 A review on X-ray imaging and tomography techniques

The microstructures of the alloy samples made in this research were characterised using scanning electron microscopy and X-ray imaging and tomography techniques. This chapter gives a detailed review on the X-ray imaging and tomography techniques and instrument used.

2.2.1 Synchrotron X-ray

Synchrotron is an electron accelerator facility in which electrons are produced by an electron gun, and then accelerated up to high speed through travelling in a linear accelerator (LINAC), a booster synchrotron and a large storage ring. It is designed to produce very intense beams of X-rays, infrared and ultraviolet light which generally called synchrotron light.

The Linear accelerator is used to accelerate the electrons to an extreme relativistic energy of a hundred million electron volts (100 MeV) using radio frequency (RF) cavities. The booster synchrotron contains a series of bending magnets which used to curve the electrons around the bends, and a radio-frequency (RF) voltage source is used to accelerate the electrons from theirs straight direction. Here they reach energy of GeV range before they are transferred into the storage ring. The electron storage ring (STR) uses electromagnets (bending magnets) to curve the electron beam between adjacent straight sections and store the electrons while theirs lose energy in the form of light. As the electrons follow this curved path they generate synchrotron light. This light can then be channelled out of the storage ring and into the experimental stations, so called beamlines. All beamlines are located at tangents to the storage ring to guide narrow beams of light to experimental stations where the light is focused for use in experiments [87].

Synchrotron light has a huge range of applications including chemistry, cultural heritage, earth science, engineering, environmental science, life science and materials science. Currently, around the world many of the 3rd
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generation synchrotrons are built to serve users, for example the Diamond light source (DLS), the Advanced Photon Source (APS), and the European Synchrotron Radiation Facility (ESRF).

Diamond Light Source is the national synchrotron facility of United Kingdom. It has 31 beamlines with the range of energy used are from 1.2 eV to 150 keV. The synchrotron source support many research fields [67, 88].

The APS at Argonne National Laboratory is a national synchrotron-radiation light source research facility located in Chicago of United states of America. 40 beamlines are offered in this synchrotron with the energies used ranging from 3-100 keV [89, 90].

More than 15 synchrotron facilities are in Europe[91], however, ESRF is located in Grenoble of France which operates the most powerful synchrotron radiation source in Europe, 6 Gev of electron energy and it has more than 40 beamlines. It supports very diverse research areas, including physics, chemistry and materials for example. In situ and real-time 3-D experiments often carry out at ESRF[92].

However, Asia also has around 15 synchrotron facilities. For example, Beijing Synchrotron Radiation Facility (BSRF) is located in Beijing, China. There are 14 beamlines and 14 experimental stations at BSRF which can also support the diversity of research works.

The key advantages of using Synchrotron X-ray for metal research are (1) when using high energy, it can penetrate thick materials for imaging internal structure non-destructively; (2) the very high brilliance of the X-ray (very high photon flux) make it possible to do time-resolved research in situ to visualise the dynamic events of materials at micron or even submicron length scale, and in a time scale down to microsecond. Many new phenomena have been discovered in the solidification process by the use of synchrotron X-rays to study those behaviour in situ and in real-time, and
compared them with modelling [93, 94]. The principle and the techniques used are reviewed here.

### 2.2.2 X-ray attenuation and absorption contrast

When X-rays pass through materials, its energy is absorbed or scattered. These absorption and scattering are called attenuation. Some photons travel completely through the material without interacting with any of the material's particles. The number of photons transmitted through a material depends on the thickness (distance travelled), density and atomic number of the material, and the energy of the individual X-ray photons. The photon flux passing through materials can be calculated [95] by:

\[ I = I_0 e^{-\mu_a x} \]  

Where \( \mu_a \) is linear attenuation coefficient and \( x \) is the distance travelled. \( \mu_a \) describes the fraction of an X-ray beam that is absorbed or scattered per unit thickness of the absorber. This value basically accounts for the number of atoms in a cubic centimetre volume of material and the probability of a photon which is scattered or absorbed from the particles of materials.

\( \mu_a \) is dependent upon the density of a material, and when travelling through a dense material, the opportunity of the photons to be absorbed and scattered is higher. At the same X-ray energy, different materials have different linear attenuation coefficients, and those for the typical metal elements are showed in Fig. 2.5.
Fig. 2.5. The X-ray linear attenuation coefficients of typical metal elements in the X-rays energy range of 1-200 keV
Another useful term is the so-called mass attenuation coefficient, which measures the intensity of X-rays travelling through per unit mass material, and is defined as \( \frac{\mu_a}{\rho} \) with the unit of cm\(^2\)/gram.

To convert a mass attenuation coefficient \( \frac{\mu_a}{\rho} \) to a linear attenuation coefficient (cm\(^{-1}\)), simply multiplying it by the density (\( \rho \)) of the material.

\[
\mu_a = \left( \frac{\mu_a}{\rho} \right) \times \rho
\]  

(2.9)

Moreover, the graphs of the mass attenuation coefficients of the elements from \( Z = 1 \) to 92 are available on the National Institute for Standards and Technology website [96]. For an alloy containing multiple elements, the linear or mass attenuation coefficients can be calculated using a mix rule below

\[
\mu_{\text{mix}} = (w_1 \times \mu_1) + (w_2 \times \mu_2) + \cdots + (w_n \times \mu_n)
\]  

(2.10)

Where \( W \) is the weight percentage of each constituent element of the alloy and \( \mu_n \) is attenuation of each element.

Using linear attenuation coefficients, the attenuation or often called absorption contrast of the different constituent elements and/or phases in a metal alloy can be calculated for the purpose of choosing the suitable alloy composition and selecting the appropriate X-ray energy range to achieve the best absorption contrast for imaging studies [97]. This is particularly important for achieving the best imaging conditions to study the evolutions of the different phases during solidification, because the composition of the phases change continuously with the change of temperature during solidification.
Taking Al-Cu binary alloy as an example, Al and Cu have sufficient attenuation difference as showed in the linear attenuation coefficients in Fig. 2.6 and 2.7. Hence, Al-Cu alloys with different Cu percentage (3, 6, 10, 20 and 30wt%Cu) were extensively studied as the model systems for fundamental solidification research [98-103] using X-ray with the energy ranging from 4 to 20 KeV [98]. The acquired images in [98] showed that the contrast from the samples with 3 and 6wt% Cu was slightly low, and 10 to 20wt%Cu gave the sufficient contrast for imaging. Al-15wt%Cu was therefore chosen as the experimental alloys in most research, because it also has a typical hypoeutectic structure during equilibrium solidification and the α-Al phase usually has a very typical dendritic morphology [103].

The other important factor in X-ray absorption is the sample thickness [104, 105]. The thickness of the sample ($X$) can be calculated by:

$$X = \frac{-1}{\mu_{\text{mix}}} \ln \frac{I}{I_0} \quad (2.11)$$

Where $X$, $I_0$, $I$ and $\frac{I}{I_0}$ are the thickness of sample, the initial X-ray intensity, the transmitted X-ray intensity through the sample, and attenuation length, respectively. To have sufficient X-ray transmission through a sample for imaging, normally, the ratio of $\frac{I}{I_0}$ needs to be

$$\frac{I}{I_0} = \frac{1}{e} \quad (2.12)$$

Where $e$ is the Euler number, meaning that the X-ray has a probability of $\frac{1}{e}$ not been absorbed, or to say that the attenuation length is the distance where about 63% of the X-rays have been absorbed by the sample.
Fig. 2.6 shows the sample thickness of Al-15%Cu and Al-35%Cu alloys and Al$_2$Cu phase. It is clearly shows that more Cu in the alloy, the lower the X-ray transmission. From Fig. 2.6a, it shows that the X-ray can penetrate through both alloys and the attenuation length are limited to 1000 µm and 600 µm for Al-15%Cu and Al-35%Cu, respectively.

In addition to absorption contrast due to attenuation, synchrotron X-ray image can have phase contrast as well [106].

Fig. 2.6b and 2.7 show the attenuation length of Al-15wt%Cu for the X-ray energy range in 3-30 keV. It clearly shows that the minimum and maximum thickness of the sample needs to be between 7 and 1000 µm. The high contrast is at the absorption edge of linear attenuation coefficient which is at 8.898 keV, where the absorption length of Al is about 109 µm as shown in Fig. 2.7.
Fig. 2.6. The sample thickness and attenuation length of (a) Al-15%Cu and Al-35%Cu and (b) Al$_2$Cu phase and Al, Cu phase
Fig. 2.7. The attenuation length of Al-15wt%Cu, Al, Cu and Al$_2$Cu phase for the energy range 3-30 keV.

2.2.3 X-ray phase contrast technique

This contrast is produced when a coherent X-ray beam refracts from the internal structures of different indices of refraction inside the sample. A difference in the refractive index between each constituent phase and its surroundings causes a phase shift.

Phase contrast technique can be used to enhance the contrast of hard X-ray absorbing image especially for the low density constituent phases within sample. The gradient in the transmitted beam arising from refractive index variations in the sample leads to contrast in image[107].
2.2.4 In situ studies of metal solidification

Since 1990s, the 3rd generation synchrotron X-ray facilities have major advance in improving X-ray detectors and increasing in beam brilliance (photon flux) and coherence in order to produce very sharp and clear images. A wide range of dedicated materials and engineering specific beamlines have been also developed in many synchrotron facilities and made them available for material scientists and engineers. These developments make synchrotron X-ray a very powerful scientific tool to study in real-time the mechanism and behaviour of material during the solidification processes, especially on visualising dendrite growth and fragmentation behaviour.

Fig. 2.8a shows the typical experimental setup that was used in almost all similar researches. Samples were located between an X-ray source and a detector system (scintillator to CCD camera). The X-ray that pass through the sample is captured by the detector. The detector contained a scintillation crystal which transforms the X-ray signals detected into visible light. The image formed on scintillator was then projected onto the chip of a CCD camera via an optical microscope and then stored as digital information [93]. The image is formed by the difference of grey scale dependent on the intensity of transmitted X-rays. The areas inside the sample that have low X-ray absorption render higher grey value on the pixels of the image as showed by the image of Al-Cu alloy in Fig. 2.8a. The relevant in situ solidification researches are briefly reviewed here.

In 1996, the intense and coherent monochromatic X-rays was first used by Mathiesen [108] for in situ studies of interfacial and phase-specific spatiotemporal structures which appear during nonequilibrium growth in binary alloys. The cellular and dendritic solidification of Sn-Pb alloys were revealed during solidification process. However, in later experiments (2002) Al-Cu alloys were used instead of Sn-Pb alloys as it has lower absorption. The Columnar and equiaxed of Al dendrites and Al-Cu eutectic growth were investigated as well as the formation of defects such as hot tears and gas pores of Al-Cu alloys during the directional solidification.
Since Mathiesen’s pioneer work, extensive studies have been carried out to observe the mechanism and phenomena of microstructure evolution of alloys during solidification in situ [72, 109-113] and in real-time [49, 93, 101, 114]. Several important phenomena such as dendritic and eutectic growth of Al-Cu alloys [100, 112], Columnar to Equiaxed Transition (CET) in refined Al alloys [109, 110], fragmentation of dendritic crystals during columnar growth of Al-Cu [115] have been studied. In particular, microradiography was used extensively to study the solidification of alloys such as Sn-Pb[108], Ti-Al-Ta [116], Ga-In [117] in real-time. For example, Mathiesen [99] studied the fragmentation of Al-20wt%Cu and revealed the mechanism of fragmentation due to the remelting of the dendrite arm showed by the image sequences acquired. Nguyen Thi [118] used X-ray imaging to study the interface of metallic alloys and improved the quality of X-ray imaging by the phase contrast technique by varying the distance between sample and detector.
Fig. 2.8. The principle and setup of X-ray (a) imaging and (b) tomography experiments
2.2.5 X-ray tomography

Synchrotron X-ray tomography is based on the detection of the absorption or phase shift contrast of the X-ray beam transmitted through a sample. Transmission images are measured from many different angular positions from the sample to form a set of projections that can be reconstructed into a stack of 2-D layers or slices, and then 3-D structure is reconstructed from the stack of 2-D images [119].

Fig. 2.8b shows the basic setup for X-ray tomography measurement, consisting of an X-ray source, a detector and a rotation system. The transmitted X-ray intensity through the sample is recorded by a high-speed camera, while the sample is continuously rotating from 0° to 180°. The acquired images, or radiographs are often called “projections”. In addition, dark-field images (image taken without X-rays) and flat field images (image with X-rays but without the sample) are also recorded for the purpose of image processing. The procedure of the tomography process is illustrated Fig. 2.9.

The practical procedure of converting the 2-D image to 3-D image is as follow. The radiographic projections are taken for many angular positions, creating signograms which later are converted to the image slices (cross-section images perpendicular to the projections). The signograms are converted by filtered backprojection algorithm [120]. Image slices are then reconstructed by stacking all together to produce the 3-D image as the schematically illustration in Fig. 2.9. Visualization and data analysis are made using software, i.e. Avizo, the 3-D microstructure of interest can be segmented via threshold selection. The threshold is carefully chosen from the difference of grey scale pixel value between different phases.
Fig. 2.9. The procedure of 3-D reconstruction

2.2.6 Image processing

This section is described the image processing using for enhance the quality of the image or video from the synchrotron X-ray techniques. Some of the images acquired from synchrotron X-ray might contain defects, noise or speckles which are normally occur during image acquisition.

In general, a digital image can be formalised as a mathematical model comprise of a function of the scene (the object function) and capture process (point spread function, PSF). Additionally, the image will contain additive noise[121] as shown

\[
\text{Image} = (\text{PSF} \times \text{object function}) + \text{noise} \quad (2.13)
\]

Where PSF is the way information on the object function is spread as a result of recording data, i.e camera. The object function is the object is being imaged (its surface) and noise is the consequence of all unwanted external disturbances occur during data recording.

The most common image enhancement techniques used for image processing are removal of noise, sharpening image edge, softening, gamma correction and contrast-brightness adjustment. However more advanced techniques are needed to process the X-ray images, and the procedure
concerning this research is showed in Fig. 2.10. There are six steps, namely (1) convert video to image sequence, (2) subtract flat field, (3) Fourier transform, (4) inverse Fourier transform, (5) improve quality and (6) convert the processed image sequence back to video.

**Fig. 2.10.** Overview of image processing procedure

### 2.2.6.1 Video conversion and image conversion

The X-ray images are normally in a video file, converting them into images can facilitate processing. For example at Beamline B16, the acquired video is in CINE file format and uncompressed due to the use of Vision Research’s Phantom high-speed cameras. The Cine viewer software is needed to operate on the video. CINE file store pixel data, acquisition parameters,
range time, image time, and analog signals. To process this file, the file has to convert to other available readable format for image processing. CINE format image sequence can be converted to AVI file format, then it can be operated by common image software. The video (AVI format) is read and converted to image sequence in order to process the image frame by frame.

2.2.6.2 Flat field correction

Most of image sequences contain noises and artefacts due to X-ray optics. Therefore, images have to be corrected by using the flat field correction method \[122\] to get rid of the noises and artefacts from the raw image by the operation below.

Corrected image = \((\text{Raw image} - \text{Dark field}) / (\text{Raw image} - \text{Flat field}) \times \text{mean of (Flat field} - \text{Dark field})\) \tag{2.14}

In the solidification process, the raw image is the image of the sample taken during solidification, while the flat field image is taken at the same region but during a fully melted liquid state. In this way, the flat field image is the background image before solidification start. The mean of flat field image is the mean of pixel value of the flat field image.

2.2.6.3 Fourier transform and inverse Fourier transform

For periodical noise reduction, Fourier transform is used to decompose an image into its sine and cosine components. The output of the transformation represents the image in the Fourier or frequency domain, while the input image is the spatial domain. In the Fourier domain image, each point represents a particular frequency contained in the spatial domain image.
For the raw image $f(x,y)$ with image size $M \times N$, the 2-D Discrete Fourier Transform is given by [123]:

$$
F(u, v) = \frac{1}{MN} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x,y) e^{-i2\pi\left(\frac{xu}{M} + \frac{yv}{N}\right)} \tag{2.15}
$$

where $f(x,y)$ is the image in the spatial domain and the exponential term is the basis function corresponding to each point $F(u,v)$ in the Fourier space. The equation can be interpreted as: the value of each point $F(u,v)$ is obtained by multiplying the spatial image with the corresponding base function and summing the result.

Note that $\frac{1}{MN}$ is the normalization term in the forward transformation. This normalization is also applied to the inverse transform instead of the forward transform, but it should not be used for both.

After the image is converted to the Fourier domain image, the periodical noise positions have to be identified. The periodic noise signal always appears as a paired high intensity pattern along the vertical axis in the Fourier domain. Once the noise position is defined, the band rejected filter or band stop filter [123] is then used to replace the noise pixel as showed in Fig. 2.11b and 2.11c.

The Fourier domain image is then converted back to spatial image using inverse Fourier transform, the periodical noise is therefore reduced. The inverse Fourier transform operation is given by:

$$
f(x,y) = \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} F(u,v) e^{i2\pi\left(\frac{xu}{M} + \frac{yv}{N}\right)} \tag{2.16}
$$
2.2.6.4 Enhancement

In addition, the image is further improved with enhancement techniques which adding the constant value, C to the image so called the contrast and brightness adjustment:

\[
\text{Adjusted image} = \text{raw image} + C
\]  \hspace{1cm} (2.17)

Finally, after image processing, the periodical noise is reduced and the artefacts are removed. The processed image is obviously reveals the information of dendritic structure of alloy as shown in Fig. 2.11d.
2.3 Modelling of the multiphysics in pulse magnetic field

2.3.1 Modelling of solidification

Solidification simulation or modelling was started in the simulation of steel ingots [124]. Since then, computer simulation of solidification has been widely used in many alloys and casting processes [125, 126], for example continuous casting [127], stationary casting [128], directional solidification [129], phase field simulation [130] and grain growth [131, 132]. In addition, many computational models concerning electromagnetic field has been developed [133, 134] to calculate the magnetic flux [135], electromagnetic force, etc [136]. Many studies have simulated the electromagnetic force, especially the Lorentz force and enhanced fluid flow in the conventional electromagnetic field, much less studies have been devoted to the pulse electromagnetic field, especially for quantitative characterize the multiphysics [137]. This section reviews the relevant methods to be used in the simulation chapter of this thesis.

2.3.2 The magnetic flux density

Magnetic flux density is the most important variable needed to be simulated and quantified. It has been studied and simulated using the finite element method [138, 139]. For example, Zhang [140] showed the effect of magnetic flux on the grain growth, and the magnitude of magnetic field is dependent on the input current. Similarly, Deng [141] used the FEA model to simulate magnetic flux and magnetic force on the workpiece and found that the magnetic flux is proportional to the discharge voltage. The experiment based on that simulation generated successful results. Wang [142] simulated the magnetic flux from the coil and also found that the magnetic flux density direction is approximately parallel to the centreline of the coil and peak value is dependent on the discharge current into the coil.
Theoretically, the magnetic flux density of the electromagnetic field generated from a helical-shaped coil can be calculated using the equations below [143].

\[ 0 = \nabla \cdot \mathbf{B} \]  \hspace{1cm} (2.18)

\[ \mathbf{B} = \mu_0 \mu_r \frac{N}{L} I \]  \hspace{1cm} (2.19)

where \( \mathbf{B} \) is the magnitude of the magnetic field (the magnetic flux density measured by Tesla (T)), \( \mu_0 \) is the permeability of free space (1.26 \times 10^{-6} \text{ T m/A}), \( \mu_r \) is the relative permeability of copper, \( I \) is the magnitude of the current passing through the coil, \( L \) is the length of coil and \( N \) is number of coil turns.

### 2.3.3 The induced current and Lorentz force

When the current pass through the coil, the magnetic flux and induced current are created in the conductive material inside the coil. The induced current can be calculated [141] by

\[ \mathbf{J} = N \frac{d\mathbf{B}}{dt} \]  \hspace{1cm} (2.20)

Where \( \mathbf{B} \) is the induced magnetic flux density inside melt, \( N \) is the number of turns in the secondary winding,

The electromagnetic force is generated as the result of interaction of magnetic flux and induced current and can be calculated by

\[ \mathbf{F} = \mathbf{J} \times \mathbf{B} \]  \hspace{1cm} (2.21)
2.3.4 The Lorentz force and fluid flow

The Lorentz force is a volume force that acts on the alloy melt to create an enhanced fluid flow [37]. Navier–Stokes equation [144] was normally used to simulate the fluid flow:

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = \nabla (-p + \nabla \mathbf{u}) + \mathbf{F} \tag{2.22}
\]

Natarajan [145] showed that the electromagnetic force can generate a strong rotational flow driven by the circulation of the force at the billet corners.

Vizman [146] developed a model to study the effect of rotating magnetic field on producing a stabilized convection in a cylindrical melt volume. The model showed the convection flow of the liquid metal in the boundary volume is the results of the Lorentz force distributed in the liquid metal. Mihelcic et al [147] and Hall et al [148] simulated the laminar melt flow in the magnetic Czochralski processes. Weiqiang [149] used a 2-D model to compute the steady-state flow of an Al melt in centrifugal casting with electromagnetic stirring.

Spitzer [150] presented a turbulent flow model for continuous casting with the stirring of a rotating magnetic field. 3-D numerical model was also built by Chung [151] to simulate the recirculatory flow at the top of the casting due to both a buoyancy force and electromagnetic stirring.

Ma [152] demonstrated that there are two directions of force generated in the melt during pulse magnetic field. The axial force causes the convection of the melt while radial force produces the vibration of melt.

The k-ε turbulence model [153] was used by Baokuan [154] to study the molten metal flow pattern due to argon gas and electromagnetic force. The experimental measurement and numerical modelling agreed well. The k-ε
model offers the simplest level of closure since it has no dependence on the geometry of flow-regime input and is stable and suitable for turbulence models for some applications and uses as the default setup for handling turbulence flows in Comsol Multiphysics [155].

Recently, Liang [156] studied the effect of pulse electromagnetic force on Al alloys, where the convection of fluid flow is the main factor to flow the nuclei from the top surface to the bottom of ingot. The simulation also showed that the relationship between (height/diameter, H/D) ratio of ingot and the effect of magnetic field, the smaller H/D ratio resulted in larger current density, electromagnetic force and convection on the top surface of the melt, leading to nucleation and subsequent grain formation.

2.4 Summary

This literature review consists of three parts.

The first part reviews the key literatures and methods that are directly relevant to the research presented in this thesis, especially concerning metal solidification and external physical fields with a focus on the electromagnetic field methods.

In the second part, the techniques used for microstructure characterization are reviewed and presented with a special emphasis on the use of synchrotron X-ray 2-D imaging or 3-D tomography methods.

Finally, simulation and modelling of solidification under the electromagnetic field were briefly reviewed with the purpose to explain the key variables and the governing equations to be used in this research, not on the full assessment of the modelling development in this field, because there are too many literatures on this aspect, and a comprehensive review of all the development is beyond of the research.
Chapter 3: Solidification of Al-15%Cu alloys in a static magnetic field with pulse electric current

This chapter describes the synchrotron X-ray in situ studies of Al-15%Cu alloys solidified in a static magnetic field with the application of pulse electric current (PEC). The experiments were carried out jointly with the researchers from the Processing of Advanced Materials Group in the Department of Materials, Oxford University. The in situ study is one of the key research tasks defined in the EPSRC project – EPSRC Centre for Innovative Manufacturing in Liquid Metal Engineering (EP/H026177/1, £5.1 Million, 01/05/2010 – 31/10/2015) involving Brunel, Oxford and Birmingham Universities. Dr Jiawei Mi, my supervisor, made vital contributions in writing and proposing the in situ solidification research agenda in the proposal when he worked at Oxford University in 2009. Together with colleagues from Oxford, he co-authored three successful proposals (EE6767-1, MT7440-1 and MT7818-1) and won 15 days of synchrotron X-ray beam time from the Diamond Light Source (DLS) in year 2011 – 2012 as detailed in Table 3.1. Since I joined Dr Mi’s group in February 2012, I worked together with the Oxford researchers and participated two experiments (MT7440-1 and MT7818-1) at beamline B16 of DLS in 2012.

This chapter describes some of the key functions of the experimental apparatus used in the experiments, and the results obtained from the two experiments. These have direct relevance to the novel electromagnetic pulse device described in Chapter 4, the modelling in Chapter 6 and the discussion in Chapter 7.
Table 3.1. The synchrotron X-ray experiments that produced the results presented in this Chapter

<table>
<thead>
<tr>
<th>Proposal code</th>
<th>Proposal title</th>
<th>Beamline and Experiment date</th>
</tr>
</thead>
<tbody>
<tr>
<td>EE6767-1</td>
<td>Synchrotron X-ray imaging of dendrite fragmentation during solidification</td>
<td>I12 of DLS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27/07 - 01/08/11</td>
</tr>
<tr>
<td>MT7440-1</td>
<td>X-ray imaging of dendrite fragmentation during solidification of Al alloys induced by an external field</td>
<td>B16 of DLS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29/02 - 05/03/12</td>
</tr>
<tr>
<td>MT7818-1</td>
<td>X-ray imaging dendrite fragmentation induced by an electromagnetic field</td>
<td>B16 of DLS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11/07 - 16/07/12</td>
</tr>
<tr>
<td>EE8542-1</td>
<td>In situ study of optimal processing conditions to deliver embryonic nuclei for grain self-refinement in clean metals under ultrasound cavitation</td>
<td>I12 of DLS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20/06 - 25/06/13</td>
</tr>
</tbody>
</table>
3.1 The experimental apparatus

As briefly described in [67], the solidification apparatus was designed and made at Oxford in 2010 – 2011 by mimicking the similar Bridgman type furnace used by Mathiesen, et al [98] with the addition of a ring-shaped permanent magnet plus a pulse electric current generator, and the corresponding control system. Dr Mi made a valuable contribution on the initial design, building and commissioning of the apparatus. In order to describe and present more clearly the experiments conducted and the data and images obtained from the experiments, each unit and its key function of the apparatus are again explained briefly in this chapter.

3.1.1 The heaters, sample holder and alloy

The heaters were made by firstly winding electric resistance heating wires into coil and then embedding the coil into the machined slots of a Duratec 750 plate (a machinable ceramic plate). The heating and temperatures (up to 1000 °C) are controlled independently and recorded using National Instrument modules and the Lab View software. Two copper plates are used to cover the heating coils and transfer the heat onto the thin foil sample inside the sample holder (an envelope-type holder with an internal gap of ~250 μm) made by thin quartz sheet. It was made by welding together three sides of two rectangular thin quartz sheets of 100 μm thick. The quartz holder was held by a mechanical clamp and pressed tightly against the two copper heating plates. The gap between the two heating plates can be adjusted in order for the different X-ray beam sizes, view fields and temperature gradients (G) of the sample to be tuned during the experiments. This whole assembly can be also arranged horizontally. This flexibility allows different thermal controls to be realised, for example, directional solidification either in parallel or anti-parallel with gravity (g) direction or in horizontal direction, near isothermal solidification condition, etc.
The temperatures of the samples were measured using two K-type thermocouples (250 μm diameter wire) embedded inside the two heaters, and the thermal gradient is calculated based on the temperature difference and the distance between the two thermocouples. The achievable thermal gradient is in range of 30-55 K / mm.

Al-15%Cu alloy was chosen because it gives enough X-ray absorption contrast for imaging at the X-ray energy range of 3-30 keV as described in detail in Chapter 2. Plates of the dimension of 7 mm × 20 mm × 300 μm were machined off from the as-cast Al-15%Cu alloy ingots and then ground and polished to ~200 μm thick before encapsulated and sealed into the quartz sample holder. Two chromel wires of 125 μm diameter were inserted into the quartz holder (Fig. 3.1e) for introducing pulse current after the Al-15%Cu is melted.

3.1.2 The magnet and pulse current generator

A ring-shaped permanent magnet (5.2 mm I.D., 15 mm O.D. and 7.0 mm countersink) and a signal generator from AIM-TTI Instruments (model TG5011, Function generator, 50MHz) were used to generate the pulsed magnetic field and the Lorentz force inside the samples [157]. The magnet was placed ~3 mm away from the sample to create a static magnetic field around the sample with the flux in y-direction. The pulse generator produces electric currents with the designed wave forms and frequencies that pass through the sample in z-direction via the two chromel wires. The interaction between the current and the magnetic field generate the Lorentz force inside the sample in x-direction as explained in Chapter 2 (Fig. 2.3d). The permanent magnet is made of ferrite ring magnet (COMUS group), and is magnetized axially with a magnetic surface of 0.1 T. The effective range of the magnetic field is within ~5 mm from the surface of the magnet. The 5.2 mm inner ring is for X-ray beam to pass through.
The signal generator (Fig. 3.1b) is a multifunctional wave form generator that can generate alternative currents in sine wave form with a frequency from 0.5 mHz to 50 MHz, or square-shaped current pulses have a rise time below 8 ns. The currents output from the generator are introduced into the sample through the two chromel wires inserted at the two ends of sample. The voltage of the current is limited to 15 V, and the frequency used in the experiments were 0.5, 1, 10, 1000 and 100000 Hz. The magnitude of the force acting on the sample is calculated by [158]:

\[
F_L = BI \sin(\theta) L_a
\]  

(3.1)

Where \(\theta = 90^\circ\) is the angle between the electric and magnetic field, \(L_a = 1\) cm is the active length of the sample, \(I\) is the electric current and \(F_L\) is the force. All experiments used a sine-wave form with a peak-to-peak amplitude of 30 V, inserted into a 50 \(\Omega\) circuit corresponding to a current of \(I = \pm 300\) mA. The magnetic field \(B\) at 3 mm from the magnet surface was 0.1 T, therefore the force \(F_L = \pm 0.3\) mN.

Fig. 3.1c shows a schematic of the solidification apparatus, comprising of (1) two heaters (an upper and a lower heater) and a temperature control system, (2) a sample holder and a mechanical clamp to hold the sample in place and perform the up-and-down movement, and (3) a ring-shaped permanent magnet and a pulse current generator (model TG5011, Function generator, 50MHz) for producing pulse electric currents.
Fig. 3.1. (a) A photo, showing the solidification apparatus mounted on the sample stage of beamline B16 of DLS, (b) a photo, showing the pulse signal generator, the temperature control and data login system, (c) a schematic, showing the solidification apparatus and experimental setup, (d) the mounting of the quartz holder held by the mechanical clamp and pressed against the copper heating plates, and (e) the Al-15%Cu thin foil sample encapsulated inside the quartz sample holder with two chromel wires connected for introducing pulse current after the alloy is melted.
3.2 The experiment setup and experimental parameters

Fig. 3.1a shows the solidification apparatus, samples and the permanent magnet assembly mounted on the sample stage of beamline B16 experiment hutch, while the pulse generator and temperature control and data logging system were in the control room. The controls of the temperatures of the heaters and the samples, the movement of the samples, the generation and application of pulse current into the samples, and the synchronisation of the X-ray imaging and trigger of the image recording were all achieved using the National Instrument LabView software integrated with the FieldPoint modular distributed I/O system. The data monitoring, recording and operation control are operated via the custom-designed user interface as showed in Fig. 3.1b.

A monochromatic X-ray of 18 keV with the beam size of $3 \times 3$ mm was used in the experiment. Fig. 3.2 shows that the squared-shaped beam is illuminating the ceramic Duratec plates and the sample set between the small gap of the two heaters (the glowing gap). By turning on and off the light of the experimental hutch, the square-shaped X-ray beam and the small gap between the two heaters (the temperature of the heater was $\sim 730$ °C) can be clearly seen, especially the square-shaped fluorescent image of the beam because of the interaction between the X-ray and the Duratec ceramic materials.

The sample-to-detector distance was set at 17 cm [98, 159]. The X-ray radiated through the sample and hit onto the detector set which consists of a 150 μm thick single crystal cadmium tungstate (CdWO4) scintillator and Optique Peter Lens module. The image sequences were captured by using a high speed camera – Phantom 7.3 CMOS camera. The field of view was 800 $\times$ 600 pixels, giving a spatial resolution of 5.5 μm/pixel using the objective lens $\times4$ magnifications. The image acquisition rate used was 30 frames per second.
Fig. 3.2. The fluorescent image of the square-shaped X-ray beam illuminating the Duratec ceramic plates and the sample under heating, the image were taken (a and b) with control room light turning on and (c and d) the light turning off.
3.3 The experimental results

A total of 102 experiments with different solidification and current pulse conditions were carried out and they were categorized into two main groups as detailed in Table 3.2. In each experiment, typical image sequences of the solidifying microstructures were taken and recorded. Fig. 3.3a shows a typical raw image extracted from the original image sequence (before applying any sensible image processing method) acquired in the experiments of anti-parallel (with gravity) directional solidification. A parallel array of dendrites can just been seen with relatively weak contrast. Unfortunately, there are many lines of periodical noises (pointed by the arrows) due to the camera and a lot of artefacts (in circles) because of the defects in the scintillator, causing blurring of the images and sometime loss of the important features of interest. Therefore, a careful processing of the raw images is essential to remove or minimise the noises or defects so as to reveal real features of interest. Using the image processing methods described in chapter 2, especially, the Fourier transform and inverse Fourier transform techniques, much of the noises and artefacts can be removed or minimised. Fig. 3.3b shows that after applying those image processing techniques, and adjusting the brightness and contrast, the parallel array of dendrites are clearly revealed (comparing the dendrite pointed by the white arrow before and after processing).
Table 3.2. The in situ experiments conducted and the parameters used.

<table>
<thead>
<tr>
<th>Pulse parameter</th>
<th>Solidification direction versus gravity</th>
<th>Number of experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>Wave form</td>
<td>In-parallel</td>
</tr>
<tr>
<td>0.5 Hz</td>
<td>sine</td>
<td>-</td>
</tr>
<tr>
<td>1 Hz</td>
<td>pulse</td>
<td>-</td>
</tr>
<tr>
<td>1 Hz</td>
<td>sine</td>
<td>8</td>
</tr>
<tr>
<td>10 Hz</td>
<td>sine</td>
<td>-</td>
</tr>
<tr>
<td>1 kHz</td>
<td>sine</td>
<td>1</td>
</tr>
<tr>
<td>1 MHz</td>
<td>sine</td>
<td>1</td>
</tr>
<tr>
<td>No</td>
<td>No</td>
<td>10</td>
</tr>
<tr>
<td>Sum</td>
<td></td>
<td>20</td>
</tr>
</tbody>
</table>

By analysing all video sequences obtained from the 102 experiments, five video sequences from the anti-parallel (with gravity) directional solidification experiments were selected and presented in this Chapter because they have direct relevance to the results described in Chapter 4, 5 and 6. The experimental parameters used for the five cases are listed in Table 3.3.
Fig. 3.3. (a) A typical raw X-ray image that contains an array of faint dendrites, and many lines of periodical noises (pointed by black arrows) and defects (in circles); and (b) the same image processed using Fourier transform and inverse Fourier transform techniques, and the array of dendrites are clearly revealed.

3.3.1 Dendrite tip fragmentation

From image sequence acquired during in situ experiment, the fragmentations and movements of dendrite tips are observed and divided into the fragmentation without and with the PEC applied. Firstly, the dendrite tip fragmented from its original arm without PEC applied and after fragmented, it naturally flows up to the liquid zone. While second dendrite fragmented and moved according to the frequency of the PEC applied.

3.3.1.1 Dendrite fragmentation without PEC

Fig. 3.4 shows the measured temperatures by the two thermocouples attached to the upper (T1) and lower copper (T2) heating plates. Firstly, the sample was heated above the liquidus temperature (612 °C) by using both heaters and stabilised for a short while. Then the lower heater temperature started to cool down below the liquidus to nucleate new grains at the bottom edge of the view field. The temperatures of both heaters were carefully controlled to form a relatively constant temperature gradient of ~53 K/mm for this case to force the grains grew upwards in the view field.
Table 3.3. The parameters used for the five anti-parallel (with gravity) directional solidification experiments

<table>
<thead>
<tr>
<th>Experiment</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>V5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pulse parameter</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave form</td>
<td>No</td>
<td>sine</td>
<td>sine</td>
<td>sine</td>
<td>sine</td>
</tr>
<tr>
<td>Frequency, Hz</td>
<td>No</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Lorenz force, mN</td>
<td>No</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td><strong>Thermal parameters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal gradient, K/mm</td>
<td>53</td>
<td>53</td>
<td>47</td>
<td>31</td>
<td>42</td>
</tr>
</tbody>
</table>
Fig. 3.4. The temperature profiles measured by the two thermocouples, $T_1$ and $T_2$ in the experiment V1.

Fig. 3.5. The distance of dendrite detach from its arm and detached dendrite velocity.
Fig. 3.6 shows 8 images selected from the video sequences of experiment V1. At 0 s (V1-2), a secondary dendrite branch was seen to start to detach from its primary dendrite, floating upwards into the liquid melt against gravity as seen from V1-3 to V1-6. The distance of the dendrite tip flew up into the liquid melt was tracked and plotted in Fig. 3.5. The white dot showed in V1-2 was the tracking starting point for the detached dendrite. When the detached dendrite approached the position shown in V1-7, it was remelted and dissolved back into the liquid melt as confirmed in V1-8. The dendrites travelled upwards a distance of ~150 μm in 7 s driven by the buoyant force because the solid dendrite is an Al rich material, lighter than the Al-Cu melt. The remelting at V1-7 is because of the higher melt temperature near T1.
Fig. 3.6. The fragmentation of a dendrite without PEC (from experiment V1)
3.3.1.2 Dendrite fragmentation with PEC

Fig. 3.7 shows the measured temperature profiles of T1 and T2 for the experiment V2. Again, after sample was melted, and the temperatures of both heaters were stabilised for a little while, the lower heater temperature was decreased to below the liquidus until dendrite grains were showed to grow in the view field. The temperature gradient was again controlled at ~53 K/mm. After finishing the imaging, the lower heater temperature was increased to remelt the grown dendrites and then the experiments can continue without changing samples.

Fig. 3.9 shows 16 images (V2-1 ~ V2-16) extracted from the videos of experiment V2 with the PEC applied continuously from 0 s (V2-1) to 7.6 s (V2-16). The accurate temperature controls forced grains to nucleate at the bottom edge of the view field, while the majority of the alloy in the view field was still in liquid state. A small dendrite grain was found at 0 s (pointed by a white arrow in V2-1), and grew bigger and bigger from V2-2 to V2-7. At the same time, the dendrite oscillated under the action of the applied PEC. The cyclic movement path of the dendrite tip was tracked and plotted in Fig. 3.8, and the oscillation has an amplitude of ~300 μm with a frequency of 1 Hz, resonating the PEC frequency. At V2-8, the dendrite was found to detach from the base and floated upwards following the cyclic path as showed in Fig. 3.8. Clearly, coupling with the static magnetic field given by the ring-shaped permanent magnet, the applied PEC generates sufficient Lorentz force to move the liquid melt and the solid dendrites floating inside in a cyclic manner.
Fig. 3.7. The temperature profiles measured by the two thermocouples attached to the upper (T1) and lower (T2) heaters in experiment V2.

Fig. 3.8. The cyclic movement path of the dendrite after detached from its primary dendrite under the PEC, measured from the images in Fig. 3.9.
Fig. 3.9. The cyclic movement of the detached dendrite tip under the applied PEC. Images are extracted from the video of experiment V2.
Fig. 3.9. (continue) The cyclic movement of the detached dendrite tip under the applied PEC. Images are extracted from the video of experiment V2.
3.3.2 Dendrite growth under directional solidification

Fig. 3.10 shows the measured temperature profiles of T1 and T2 for the experiment V3. The combinations of temperature controls (a temperature gradient of 47 K/mm) allowed near-parallel dendrites to grow into the view field.

![Temperature Profiles](image)

**Fig. 3.10.** The temperature profiles measured by the two thermocouples attached to the upper (T1) and lower (T2) heaters in experiment V3

Fig. 3.11 shows images (V3-1 ~ V3-8) selected from the video of experiment V3, starting at the moment when the dendrites grew into the view field from 0 to 27 seconds.

Gradually, a total of 10 dendrites grew into the view field with primary and secondary arm well developed under the imposed temperature gradient. The dendrite tip growth rates of four dendrites (marked D1, D2, D3 and D4 in V3-5) were measured by tracking the advance of the tips. The growth rate measurements were made by firstly placing a tracking marker on the
tip of the tracked dendrite, and then counting the advance of the tracking marker and the associated time from the subsequent video frames. The tracking procedure started when the dendrites firstly appeared at the bottom in the view field and finished when the dendrite growth reached a steady-state. The measured grown lengths of D1- D4 were plotted using Origin software against the time and showed in Fig. 3.12, and finally the growth rate of the dendrite can be calculated by:

\[ V = \frac{L_2 - L_1}{t_2 - t_1} \]  \hspace{1cm} (3.2)

Where \( L_1 \) and \( L_2 \) are lengths of the dendrites measured at the image frames at \( t_1 \) and \( t_2 \) respectively.

Fig. 3.11 (V3-1~V3-8) and Fig. 3.12 show that the dendrites grew faster when they first appeared in the view field, then gradually slowed down, and finally almost stopped growing after occupied about 2/3 of the view field due to the imposed constant temperature gradient. The lengths of dendrites D3 and D4 are approximately 1900-2000 μm, while the lengths of dendrite of D1 and D2 are around 1700 μm.

Fig. 3.12 shows the growth rate of four dendrites. Two lines present the growth rate of dendrites without detachment while other two dendrites grew and detached from main branch. First two lines show that the growth rate decreases from 200 μm/s to a constant growth rate of \(~10 \mu m/s\) and nearly stop. On the other hand, other two lines show that the growth rate drop suddenly because dendrites detached from the branch. However, the dendrites grew again with the similar growth rate after the tips were broken off.
During the growth of dendrite under the controlled temperature gradient, the liquid-solid interface was formed at the tip of the dendrites. Fig. 3.11(V3-9~V3-16) shows that the dendrites growth was stopped when occupied 2/3 of the view field, and then PEC was applied at 27 s after V3-8. The dendrite tip (pointed by the white arrow) started to fracture and detach from its main trunk. The broken off dendrite flew up in a cyclic movement according to the frequency of PEC. At 46s, dendrite D2 started to detach from its main trunk and flew up into the liquid zone similarly to dendrite D1. Fig. 3.11 (V3-17~V3-24) shows further 8 images to track the two detached dendrites (D1 and D2). They flew up into the liquid zone and remelted.

Fig. 3.13 shows the growth of dendrite D1 from 0 s to 37.01 s, but it broke off at 38.01 s as the PEC applied followed by a similar growth rate as before. Fig. 3.14 shows the similar phenomena for dendrite, D2.

Fig. 3.15 shows the cyclic movement path of the broken off dendrite tip from dendrite D1. It oscillated with an amplitude of 15 μm and a frequency of 1Hz, again according to the frequency of the PEC applied.
Fig. 3.11. Eight images selected from the video of experiment V3, showing the growth of 10 dendrites against gravity before applying PEC. The growths of four dendrites, D1, D2, D3 and D4 are tracked.
Fig. 3.11. (continue) Further 8 images, showing the detachment of dendrites under the applied PEC, the growths of four dendrites D1-D4 are tracked.
Fig. 3.11. (continue). Further 8 images, showing the continuous growth of the dendrites under the applied PEC.
**Fig. 3.12.** The grown lengths of dendrites D1-D4 as a function of time.

**Fig. 3.13.** The growth of dendrite D1 and the moment of the dendrite tip breaks off.
**Fig. 3.14.** The growth of dendrite D2 and the moment of the dendrite tip breaks off

**Fig. 3.15.** The cyclic movement path of the broken off dendrite tip from D1 with a frequency of 1Hz
3.3.3 The effect of PEC on the solid dendrite arrays

The influence of applied PEC on the complete solid dendrite arrays are presented in this section.

Fig. 3.16 shows the measured temperature profiles of T1 and T2 for the experiment V4. The combinations of temperature controls (a temperature gradient of 31 K/mm) allowed near-parallel dendrites to grow into and occupy almost the whole view field. The remelting the sample caused two peaks appear on the graph as seen in Fig. 3.16.

![Graph showing temperature profiles](image)

**Fig. 3.16.** The temperature profiles measured by the two thermocouples attached to the upper (T1) and lower (T2) heaters in experiment V4

Fig. 3.17a shows 4 images containing an array of near-parallel dendrites. Dendrite (pointed by an arrow) was found to vibrate when PEC applied. The movement of the vibration was tracked with the white dot as the tracking point, the grey bar show the displacement (D) of the dendrite moved by the
force from its original arm. The tracked movement is plotted in Fig. 3.17b. Clearly, the vibration follows the PEC frequency.

Fig. 3.17. (a) Four images from the video of experiment V4, showing an array of solid dendrites oscillate harmonically under the 1 Hz PEC applied. (b) the oscillated path of the wobbled dendrites
Fig. 3.18 shows the temperature control of experiment V5 to form an array of similar parallel dendrites as shown in Fig. 3.19a. In this case, the PEC of 10 Hz was applied. Dendrite from the right hand side (pointed by an arrow and dash line) was tracked with the white dot as the tracking point on the dendrite. This tracking point is located at the tip of the dendrite which gives the maximum movement.

![Temperature Profile](image)

**Fig. 3.18.** The temperature profiles measured by the two thermocouples attached to the upper (T1) and lower (T2) heaters in experiment V5

Fig. 3.19b shows the oscillated path of the tracking point. The oscillation is presented in term of displacement from the original arm and tracked in every 10 frames or 0.33 second. The displacement amplitude of dendrite under 1Hz frequency is 25 μm (Fig. 3.17b) while the displacement amplitude from 10 Hz is 1.5 μm (Fig. 3.19b). Moreover, comparison of both figures shows that dendrite with low frequency displace from its original more than that of the higher frequency.
Fig. 3.19. (a) Four images from the video of experiment V5, showing an array of solid dendrites oscillate harmonically under the 10 Hz PEC applied. (b) The oscillated path of the wobbled dendrites.
3.4 Summary

This chapter describes the in situ experiments using synchrotron X-ray technique to observe the behaviour of the dendritic microstructure during solidification under applied PEC.

Many series of image sequences were acquired for the Al-15%Cu solidified without and with PEC. Five typical image sequences were presented. All experiment results indicate that the PEC coupled with the static magnetic field can generate sufficient Lorentz force to move the liquid melt, semisolid dendrites and the solid dendrites during the solidification process.

Based on the experiments and the experience gained from these experiment, a novel pulse electromagnetic device which can generate much strong Lorentz force was designed and built (detailed in chapter 4) to study the effect of the electromagnetic force on bulk alloy samples.
Chapter 4: The electromagnetic pulse device and the solidification apparatus

This chapter describes in details the design, building and commissioning of a novel, programmable electromagnetic pulse (EMP) device and a small scale solidification apparatus for studying metal solidifications in pulse electromagnetic fields. Fig. 4.1 shows the key functional units of the EMP device and its integration with the solidification apparatus. The novelty of this EMP device is the trigger unit, and it was designed to generate magnetic and current pulses with programmable amplitude, duration and frequency into the metal alloys during solidification in order to study their effects on the solidification microstructure.

The design principle of the electric circuit and the key elements of each functional unit of the EMP device are described first, followed by its commissioning and integration with the solidification apparatus.

Fig. 4.1. A photo, showing each functional unit of the programmable EMP device, the small-scale solidification apparatus and the temperature control system.
4.1 The principle and circuit design of the EMP device

Pulse electric devices are very common in electric industry, for example, pulse magnetic field and pulse electric discharging devices or equipment in assembling, spot welding, cutting and circuit breaker [160]. Since 1990s, research on applying direct-electric current pulse [6], pulse magnetic fields [161, 162] and pulse magneto oscillation [81] into metal solidification processes have been carried out and continued to today.

The basic principle to produce an electric current or magnetic pulse is to use a specially-designed electric circuit to charge an energy storage device such as a capacitor using a low current electricity over a relatively long period of time, and then release the charged energy inside the capacitor in a very short period of time into a working unit to generate a high current pulse [163]. Basic principles of EMP is based on PMO, the setup and technique of how to generate and apply the pulse to a sample is similar to the PMO, and both use an induction coil to apply the external field to the sample without contact. Fig. 4.2 shows the schematic setup of the EMP.

The induction coil (copper wire) is a solenoid surrounding the sample as seen in Fig. 4.2. Low current is charged into the capacitor bank and then high current is discharged into the induction coil, generating an induced current ($J$) inside melt and induced magnetic flux ($B$). The interaction between $J$ and $B$ generates the Lorentz force inside sample. The amplitude of the force is dependent on the input voltage and charging time of the current into the capacitor bank.

The fabrication and detail of EMP device and experiment will be described in the following sections.
Fig. 4.2. The schematic setup of EMP and induced force

Fig. 4.3 shows the conceptual design of the electric circuit for the EMP device based on this principle.

Fig. 4.3. The conceptual design of the electric circuit for the EMP device
The electric circuit comprises of two basic functional units: (1) a charging unit and (2) a pulse generating unit.

In the charging unit, an AC current delivered from a transformer is used to charge a capacity bank. The voltage and energy stored inside the capacitor and the time needed to charge the capacitor can be calculated by [164, 165]:

\[
V_c = V \left( 1 - e^{\frac{-t_c}{R_1 C}} \right) \tag{4.1}
\]

\[
E = 0.5 C V_c^2 \tag{4.2}
\]

\[
t_c = -R_1 C \ln \left( 1 - \frac{V_c}{V} \right) \tag{4.3}
\]

\[
t_{full} = 5 \times R_1 C \tag{4.4}
\]

Where \( V \) is the voltage output from the transformer, \( V_c \) is the voltage charged into the capacitor, \( t_c \) is charging time, \( R_1 \) is the resistor in the charging unit, \( C \) is the capacitance, \( E \) is the energy stored in the capacitor bank, and \( t_{full} \) is time needed to fully charge the capacitor [166].

After the capacitor bank is fully charged, the stored energy is released, via a high voltage switch controlled by the trigger unit, in very short period of time into an induction coil (the pulse generation unit) to create a short-time, high current pulse. The voltage discharged and the discharging time can be calculated by
\[ V_d = V_c e^{\left(\frac{-t_d}{ZC}\right)} \]  
(4.5)

\[ t_d = -ZC \ln \left( \frac{V_d}{V_c} \right) \]  
(4.6)

\[ I_d = \frac{V_d}{Z} \]  
(4.7)

Where \( V_d \) is the voltage discharged from the capacitor bank, \( Z \) is the total impedance of the coil, \( t_d \) is the discharge time and \( I_d \) is the discharge current.

4.2. Simulation and optimisation of the designed circuit

NI Mutisim V 13.0 (National Instrument software) was employed to simulate the designed circuit in order to optimise the components used for the EMP device for producing the desired voltage pulse and frequency during discharging. The simulated circuit design is showed in Fig. 4.4, and the main parameters and components tested in the simulation here are the input voltage (V), resistor (R1), the capacitance of the capacitor (C), the Thyristor switch and the coil.

Firstly, a 120 V DC current was used as the input current for the charging unit (Fig. 4.4). Two oscilloscopes (2 and 1) are connected in parallel with the capacitor bank and the coil, respectively, to monitor and record the charging and discharging behaviours of the two units.
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Fig. 4.4. The electric circuit used in the simulation

For the charging unit, the most important parameter for the designed circuit is the time needed to fully charge the capacitor, and it defines the charging and discharging frequencies for the EMP device. The time for charging a capacitor is governed by Eq. 4.3, and the time for fully charging can be calculated by Eq. 4.4 [166].

Table 4.1 lists the standard resisters and capacitors that are available from the electric components supplier (RS online company, http://uk.rs-online.com/). Using a fixed charging voltage of 120 V in the simulation, four different R1, each with three different C were tested. The fully charging time ($t_{\text{full}}$ in Table 4.1) is in the range of 9.02 - 963.5 ms. Apparently, a shorter charging time will lead to a higher frequency for the EMP device to produce the desired pulse. For example, in 1 second, using a charging time of 9.02 ms, EMP device can produce 111 pulses, i.e. 111 Hz pulse; but if using a charge time of 963.5 ms, only 1 pulse can be delivered in 1 second, i.e. 1 Hz pulse. Fig. 4.5a shows the simulated voltage charging profiles and the fully charging time, $t_{\text{full}}$, can be broadly categorised in four ranges as noted in Table 4.1: (1) $t_{\text{full}} < 90$ ms, (2) $90 < t_{\text{full}} < 180$ ms, (3) $180 < t_{\text{full}} < 963.5$ ms.
400 ms, and (4) $t_{\text{full}} > 400$ ms. In order to produce a pulse in the frequency range of $1 \sim 10$ Hz, the charging time of $<100$ ms is needed. Based on this requirement, Fig. 4.5b shows the charging profiles of four $R_1$ and $C$ combinations that broadly meet this requirement. The discharging profiles of the four combinations were also simulated and showed in Fig. 4.5c. The case of $R_1=10 \ \Omega$, $C=2050 \ \mu F$ gives the shortest changing time, but has a slightly longer discharge time. The case of $R_1=47 \ \Omega$, $C=820 \ \mu F$ gives the second shortest charging time, but results in a big under-damped profile. The case of $R_1 = 22 \ \Omega$, $C =2050 \ \mu F$ and that $R_1 =10 \ \Omega$, $C = 4100 \ \mu F$ have very similar charging and discharging profile. But a higher $R_1$ can better protect the reverse discharge current flow from charging unit.

To further study the characteristics of the discharged pulse when using different impedance for the coil, three impedance values were tested ($Z=1$, 0.1, and 0.01 $\Omega$). Fig. 4.5d shows the discharge profiles with $R_1 = 22 \ \Omega$, $C = 2050 \ \mu F$ and three different $Z$. Clearly higher $Z$ leads to a longer discharging profile, while a lower $Z$ gives a larger under-damped profile.

Based on the above simulation and discussion, $C=2050 \ \mu F$, and $R_1=22 \ \Omega$ were chosen for the circuit, which can provide relative quick charging and discharging with the pulse frequency range of $1 \sim 10$ Hz with relatively small under-damped profile.
Table 4.1. The time needed to fully charge the EMP device when using R1 and C of different values

<table>
<thead>
<tr>
<th>R1 (Ω)</th>
<th>47</th>
<th>22</th>
<th>10</th>
<th>2.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>C (µF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4100</td>
<td>2050</td>
<td>820</td>
<td>4100</td>
<td>2050</td>
</tr>
<tr>
<td>451</td>
<td>225.5</td>
<td>90.2</td>
<td>205</td>
<td>102.5</td>
</tr>
<tr>
<td>45.1</td>
<td>22.55</td>
<td>9.02</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: 1: $t_{\text{full}} < 90$ ms; 2: $90 < t_{\text{full}} < 180$ ms; 3: $180 < t_{\text{full}} < 400$ ms; 4: $t_{\text{full}} > 400$ ms
Fig. 4.5. (a) The voltage charging profiles for the charging unit when using different combination of R1 and C, (b) the voltage charging profiles in range of $180 < t_{\text{full}} < 400$ ms, (c) discharge profiles from $180 < t_{\text{full}} < 400$ ms and (d) the profiles of discharge voltage resulting of the change of Z.
4.3 The optimised circuit design

Fig. 4.6 shows 3 cycles of the charge and discharge profiles simulated using $C=2050 \ \mu F$, and $R_1= 22\Omega$. The charge and discharge time for the EMP device is used from around 100 and 0.5 ms, respectively. By considering the practical issues such as managing thermal load and electric shock to an acceptable level for safety operations in laboratory, the actual design of the circuit is showed in Fig. 4.7. The key novelty is the trigger unit, it has an ability to allow the pulsed current discharged to the coil with adjustable frequency.

**Fig. 4.6.** The charging and discharging profiles in three cycles for the optimized circuit design.
4.4 The key components of each functional unit of the EMP device

Each of the functional units of the EMP device and the key elements or components are showed in Table 4.2 and described in details here.

4.4.1 The power supply

A variac transformer that can vary the voltage in the range of 0-270 V is used to provide different voltage inputs. A rectifier is added to convert the AC current from the transformer to DC current to charge the capacitor.

4.4.2 The charging unit

Two resistors are added in the charging unit. The first is a 22 Ω resistor and is used to limit the current inside the system because most of the electric components used in the laboratory are standard ones that requires working current below 13 A. The second is a 220 Ω resistor and is used to prevent the discharged current from “flowing” back to the charging unit because it is significantly higher than the resistance of the coil.

A capacitor bank is used to store the charged energy. It is an energy storage device with adjustable capacity depending on the numbers of the capacitors used. As shown in Table 4.2, the capacitor bank has a capacitance of 2050 µF 800 V [167], built up from 10 capacitors (a parallel connection of two 5 serially connected capacitors) with each individual capacitance of 820 µF 400 V. The serial connection builds up the higher voltage capacity while the parallel connection increases the capacitance.
4.4.3 The trigger unit

Thyrister switch, a high voltage switch, is used to allow the discharged current flow into the coil. In fact, this switch is a part of the trigger unit and normally opens to isolate the charging unit and the coil. When a trigger signal is received from the trigger unit, the Thyrister switch is closed and current is discharged into the coil.

4.4.4 The pulse generating unit

The induction coil for generating the magnetic pulse was made using 5 m long 2 mm diameter enamelled copper wire (14 SWG).

Table 4.2. The main components used in each unit of the EMP device

<table>
<thead>
<tr>
<th>Unit</th>
<th>Component</th>
<th>Component photo and model</th>
</tr>
</thead>
<tbody>
<tr>
<td>The power supplier</td>
<td>Variac transformer</td>
<td>Carroll &amp; Meynell 4.8 kVA, 1 Output, 240 V ac, 20000 mA</td>
</tr>
<tr>
<td>The charging unit</td>
<td>Bridge rectifier</td>
<td>Semikron SKB 30/16 A1</td>
</tr>
<tr>
<td>Component</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Resistor</td>
<td>Amico High Power Ceramic Tube Resistor 150 W 220 Ω</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arcol HS100 Series Aluminium Housed Axial wire-wound Panel Mount Resistor,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22 Ω ±5%100 W</td>
<td></td>
</tr>
<tr>
<td>Capacitor</td>
<td>Cornell Dubilier's capacitor, SLPX821M400H9P3, 820 µF 400 V And Capacitor</td>
<td></td>
</tr>
<tr>
<td></td>
<td>bank (2050 µF 800 V)</td>
<td></td>
</tr>
<tr>
<td>Thyristor switch</td>
<td>Vishay PCT Thyristor 181RKI100PBF with 1000V 180 A 150mA, TO-93 3-Pin</td>
<td></td>
</tr>
<tr>
<td>The trigger</td>
<td>IC 555 Timer</td>
<td></td>
</tr>
<tr>
<td>unit</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The pulse generating unit

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Induction coil</td>
<td>Enamelled Copper Wire 2mm 14swg</td>
</tr>
<tr>
<td>Connection box</td>
<td>Aluminium Box with key lock</td>
</tr>
<tr>
<td>LM555CN/NOPB, Timer, 4.5 → 16 V, 8-Pin MDIP-8</td>
<td></td>
</tr>
</tbody>
</table>

The other minor components of EMP device are listed in the Table A.1 in Appendix 1.
Fig. 4.7. The actual circuit design of the EMP device
4.5 The building and commissioning of the EMP device

4.5.1 The charging unit

The power to the charging unit is provided by the transformer which was connected to the mains (standard electric current, 240 V) of the laboratory. Fig. 4.8 are two photos that show (1) a box (610 mm × 460 mm × 260 mm made by 2 mm thick Aluminium sheet) to accommodate the charging unit and (2) the components and wiring of the charging unit. Table 4.2 shows the key electric components inside the Aluminium box, including a capacitor bank, resistors, rectifier, Thyristor switch, solid state relays and safety relays, and an emergency stop button set on the top of the aluminium box cover.

4.5.2 The pulse generating unit

Fig. 4.9 shows that the pulse generating unit has a connection box and a coil linked to the box via a socket. An enamelled copper wire of 2 mm in diameter was used to wind into a coil of solenoid shape with an inner diameter (I.D) of 40 mm and a length of 120 mm. Then mouldable mastic (Fiberfrax grade 120) was used to cast and wrap around the copper coil to hold the copper coil in space firmly after the mastic was dried up. The excellent heat insulation properties of the mastic also help to protect the coil from being overheated by the liquid metal alloys during operation. The connection box and the coil were mounted onto a stand made by extruded Aluminium alloy beam, and the position can be adjusted to suit that of the furnace for solidification operation.

4.5.3 The trigger unit

Between the capacitor bank and the connection box and the coil are the trigger unit and the Thyristor switch. Inside the trigger unit, an IC555 Timer/controller was used to control the duration of charging and the frequency of discharging operations. The IC555 and the relevant electric
components were contained inside a polyethylene box with a monitor display set on the top. The command buttons was on the front panel that can perform actions such as switch on or off, changes of discharging frequencies and manual or automatic pulse controls (single or repeated pulses). The duration of discharging time can be programmed from 1 µs to 1 s. Fig. 4.10 shows the box containing the trigger unit.

**Fig. 4.8.** Two photos showing (a) the Aluminium container box for EMP charging unit, (b) the electric and electronic components inside the charging unit.

**Fig. 4.9.** (a) The pulse generating unit with a connection box connected to the cooper coil wrapped by Fiberfrax mastic, (b) the helical copper coil inside the Fiberfrax mastic.
Fig. 4.10. The box containing the trigger unit

The duration and frequency of discharging are realised by two solid state relays controlled by the trigger unit, i.e. the solid state relay 1 and 2 showed in Fig. 4.7, respectively. Solid state relay 1 is controlled by the time setting from IC555 to either start or stop the currents charged from the transformer. Solid state relay 2 is used to control the Thyristor switch to release the current discharge into the coil.

In addition, a few relays were put in place to function as safety relays for the designed circuit. As showed in Fig. 4.7, safety relay 1 and 2 are designed to enable the charging of current into the capacitor bank when received the trigged signal. Safety relay 3 is used to protect the current passing through the coil without the trigger signal.
Fig. 4.11. A photo showing the assembled EMP device with all units

4.6 The furnace, casting mould and their integration with the EMP device

A small cylindrical-shaped electric resistance furnace (Fig. 4.12) was designed and made for melting metal alloys. It was made of a heating coil, a Fiberfrax heat insulator (mouldable mastic, Fiberfrax grade 120), ceramic wool and an aluminium cylindrical casing. The overall dimension is 40 mm (I.D) × 80 mm (O.D) × 150 mm (height).

Firstly, high electric resistance Nickel-Chromium wires (Ni-20wt%Cr) of Ø 0.7 × 1500 mm long was used to wind into a small Ø 10 mm helical coil (small section in Fig. 4.12) then formed a helical heating coil of Ø 40 mm and 150 mm long. The designed heating power is 1.4 kW at 120 V. The 120 V electric current is delivered by transforming the standard 240 V using the Variac transformer.

Secondly, the wound coil was held in position using mouldable insulation ceramic mastic (Fiberfrax). The mastic was firstly applied into the gap between the helical coil, forming a tube-shaped furnace (Fig. 4.12). The coil was positioned in the inner surface of the tube and at least one third of each turn of the coil was exposed to air at the inner surface of the tube. The
ceramic paste was then dried for 24 hrs in air and heated to 1000 °C to build the strength.

Finally, the tube was put inside an Al tube casing with some ceramic insulation wool inserted between the Fiberfrax tube and the Al casing to further enhance the insulation (Fig. 4.12). The furnace was then mounted on a purposely designed frame made by extruded Al beams. A close-loop temperature control system, including a solid state relay (SSR, 120/240 Vac, zero voltage switched, rated 1 A continuous, 10 A surge @ 25°C) and a digital PID signal controller (Omega model No. CN8200), and a 8-channel Pico data logger (TC-08), were used to control the temperature measured by using K-type thermocouples (0.5 mm in diameter and 300 mm long). Heating trials showed that the furnace can reach ~1200 °C without difficulty.

Glass tubes made of either borosilicate or quartz were used as the containers to hold the metal alloys that were melted inside the furnace. The bottom end of the glass tubes were set and sealed onto ceramic adaptors that were made by machineable ceramic (Duratec 750). The assembly was then mounted onto a linear stage (T-LSR075A)[168]. The linear stage has a maximum travel distance of 75 mm with a travel step resolution of 0.49 µm/s. operated via the companying control software, Zaber Console v1.2.16.2122 [169]. The stage can provide the withdrawal of the glass tubes out of the furnace in a very precise manner, so as to achieve the designed thermal gradients for any specific solidification experiments, such as directional solidification, or mimic other casting operation, such as DC casting [170].

The assembly of furnace with the glass tube and the linear stage is showed in Fig.4.13.
**Fig. 4.12.** A CAD drawing, showing the dimension and the materials used for making the electric resistance furnace.

**Fig. 4.13.** A photo and a 3-D CAD drawing, showing the assembly of the furnace, the glass tube mould and linear stage.
4.7 The commissioning of the EMP device and the measurement of the pulse magnetic flux density

A series of commissioning experiments were carried out to test the designed functions of the EMP device with the main focus on the measurement of the generated electromagnetic flux in the designed coil.

The coil can be viewed as a solenoid, and the magnetic field or magnetic flux density is formed around the coil in the direction as indicated schematically. The magnetic flux density [171] can be calculated by equation 2.19 previously mentioned:

Generally, the magnetic flux density is uniform in the central region of a long coil, and a Hall probe (the axial type probe) [172-174] was often used to measure the magnetic flux density as detailed in Fig. 4.14.

We used, however, a Gauss meter (model GM08 from Hirst Gauss Meter) [175] for the measurement. It provides a measurement of ±0.5% accuracy of the measured range, and can be linked to a digital oscilloscope for real-time monitoring and data login. Fig. 4.14 shows the setup of the measurement using a Hall probe and Gauss meter, and the real-time data monitoring and recording using a digital oscilloscope and the relevant digital storage oscilloscope software. The measured real-time magnetic flux density data be transferred into the computer directly for further analyses (Fig. 4.15).

Fig. 4.15 shows the measured magnetic flux densities at different discharge voltages, 40V, 80V, 120V, 160V and 200V. The magnetic flux density peak value increases linearly with the increase of the voltages (Fig. 4.16).
Fig. 4.14. Photos, showing a Hall probe positioned in the middle of the coil, a Gauss meter connected to an oscilloscope for data display and the interlink between the oscilloscope and Digital Storage Oscilloscope (DSO) software.

Fig. 4.15. The measured magnetic flux density with different charging voltages.
Fig. 4.16. The measured magnetic flux density peak value as a function of the discharging voltage.

4.8 Summary

A programmable EMP device was designed and built for this research. The designed circuit was simulated and optimised using National Instrument NI Multisim software. The designed functions were fully realised after commissioning. The pulse magnetic flux densities produced by the EMP device at different discharging voltages were measured using a Hall probe linked to a Gauss meter and a digital oscilloscope. The peak values of the measured magnetic flux densities were found to increase linearly with the increase of the discharging voltages with a slope of (7.1 mT/V).
Chapter 5: Solidification of metal alloys under pulse electromagnetic fields

This chapter describes the microstructural evolutions of a Sn-18%Pb, an Al-15%Cu and an Al-35%Cu alloy during the solidification under pulse electromagnetic fields of different magnetic fluxes and well-controlled thermal conditions. The experiments were performed in the Advanced Materials Laboratory at School of Engineering, University of Hull using the EMP device described in Chapter 4. The resulting solidification microstructures of those alloys were analysed using optical microscopy, scanning electron microscopy and 3-D X-ray tomography.

5.1 The selection of alloys and casting of samples

5.1.1 The selection of alloy systems

The alloys for the experiments were chosen based on the following criteria:

1. Having higher electric conductivity and therefore higher inductive current and sufficient Lorentz force can be generated inside the material via the pulse magnetic field.

2. Having typical dendritic and/or eutectic phases, facilitating the studies of the changes of the dendritic or eutectic phases when subject to different EMP parameters.

3. Comprising of constituent elements and/or phases with sufficient X-ray absorption contrast, facilitating the characterization of the changes of those phases using X-ray imaging and tomography techniques.

4. Having relative low melting temperature, facilitating the casting operations.
Based on the above criteria, a Sn-18wt%Pb alloy (using a short term, Sn-18Pb, hereafter) was firstly selected because of its high electric conductivity for generating high inductive current inside the material [69]. Furthermore, its low melting temperature, low oxidisation, excellent wettability, and perfect primary dendritic grains followed by an eutectic type reaction during solidification (Fig. 5.1) make it an ideal model alloy for fundamental solidification studies [176, 177]. It is also important soldering material systems for joining electronic and electric circuits in electric and microelectronics industry.

However, Sn or Pb based alloys are very strong X-ray absorption materials as indicated in Fig. 2.5 of Chapter 2. In order to study the evolution of solidification microstructures in situ using X-ray [92, 109], Al-Cu based binary alloys were selected. The X-ray attenuation lengths of Al and Cu showed in Fig. 2.5-2.7 of chapter 2 indicate that, in the X-ray energy range of 3-30 keV, especially at the absorption edge of Cu around 8.898 keV, the X-ray absorption contrast between Al and Cu are sufficient to produce clear images for the Cu-rich phases using X-ray radiography and tomography techniques[98, 106], ideal for studying the fundamentals of solidification phenomena, for instance, the columnar-to-equiaxed transition (CET) [100], the effects of melts convection and the application of electromagnetic field on the evolution of solidification microstructures [178].

Al and Cu are also the most commonly used metal conductors for transmitting electricity, and the widely used metallic elements in Al-based alloys. In this research, binary alloys, Al-15wt%Cu and Al-35wt%Cu (Al-15Cu and Al-35Cu are used hereafter in the thesis) were chosen because of the primary α-Al dendritic grain structure in Al-15Cu, and the primary θ (Al2Cu) intermetallic phase in Al-35Cu and the well-understood lamellar eutectic (α + θ) phases in both alloys (Fig. 5.2). The research is then focusing on studying the effects of the different EMP parameters on the change of the primary dendritic grains, the θ (Al2Cu) phase, and that of the eutectic lamellar structure.
Fig. 5.1. The Sn-Pb phase diagram, and the Sn-18Pb alloy selected for the experiment [179].

Fig. 5.2. The Al-Cu binary phase diagram [180], and the Al-15Cu and the Al-35Cu alloys used in the experiments.
5.1.2 The casting of alloys and samples

The alloys were made by melting together the pure elemental metals with the correct weight ratios inside a quartz beaker in a furnace. For the Sn-18Pb alloy, pure Sn (99.75 %) and pure Pb (99.97%) were used, while for the Al-Cu alloys, pure Al (99.97%) and pure Cu (99.97%) were used. All alloys were cast into Ø 9 mm bars using a custom-made counter-gravity casting apparatus (Fig. 5.3). Borosilicate glass tubes and quartz tubes (both in the dimension of 130 mm long and 9 mm inner diameters) were used as the moulds to cast the Sn-18Pb bars and Al-Cu bars, respectively.

The counter-gravity casting is a method of filling the mould with molten alloy against gravity [181]. Fig. 5.3 shows a schematic (Fig. 5.3a) and a photo (Fig. 5.3b) for the counter-gravity casting apparatus used in this research. It consists of a vacuum pump, a desiccator (acting as a vacuum reservoir), a long glass tube and a system of needle valve and pressure gauge for controlling the level of negative pressure applied.

The glass tubes were used as the casting mould, and one end of tubes was connected to a silicon tube while another end is immersed into the liquid metal held inside the quartz beaker. The silicon tube was linked to the long glass tube which is designed for protecting the vacuum system from the high temperature alloy melt in case of uncontrolled filling melt flowing into the system. The long glass tube also was connected to the desiccator with a negative pressure generated by the vacuum pump and controlled by the control valve and pressure gauge. The control valve is a needle valve that can regulate the air flow rate, allowing the negative pressure to draw the alloy melt uphill and fill into the glass mould in a quiescent manner.

The counter-gravity casting operations avoid the surface turbulence of the liquid metal during the filling process and therefore any entrainment of air bubbles or oxide films during the casting of the alloy bars were minimised. The cast bars are then used in the subsequent pulse magnetic field solidification experiments.
Fig. 5.3. (a) A schematic, and (b) a photo, showing the counter-gravity casting apparatus used in the research.
5.2 Solidification experiments under pulse electromagnetic fields

Fig. 5.4 shows the detailed arrangement of the experimental setup, including the furnace heating coil, the glass tube containing alloy melt, the Duratec rod supporting the glass tube, the locations of three K-type thermocouples (P1 for the furnace, P2, and P3 for the melt), and the copper coil for generating the pulse magnetic field (named EMP coil hereafter) and the centre of the EMP coil pointed by P4. Table 5.1 lists all the samples made and the corresponding experimental parameters used for those samples.

For each experiment, firstly, a cast bar (100 mm) was inserted inside a new glass tube (Borosilicate tubes for Sn-18Pb and quartz tubes for Al-15Cu and Al-35Cu, and all tubes have the same dimension of 9 mm inner diameter and 130 mm long) and then sealed at the bottom end using the supporting Duratec rod and mastic. Secondly, this assembly was mounted on the linear stage, and moved up into the furnace (Fig. 5.4a). Finally, the alloy was melted inside the furnace and held at the targeted temperature for 20~30 minutes to homogenise the melt temperature before being withdrawn downwards with a pre-set travel speed into the EMP coil. The measured temperatures at P1, P2 and P3 during the experiment were recorded using a TC-08 data logger and PicoLog for Windows (PLW) software.
**Fig. 5.4.** Two CAD drawings, showing (a) the furnace heating coil, the glass tube containing alloy melt mounted on a Duratec ceramic rod and stage, and the EMP coil. Three K-type thermocouples were used to measure and record the temperature of the furnace at P1 and that of the melt at P2 and P3, i.e. 50 mm and 10 mm above bottom end of the glass tube, respectively. P4 is the central location of the EMP coil; (b) the arrangement of after the glass tube was moved down into the EMP coil, i.e. P3 reached P4.
Trial experiments were made to control the temperature of the furnace at P1, and that of the melt at P2 and P3, together with the withdrawal speed of the linear stage in such a way that, after a half of the glass tube length was moved into the EMP coil, i.e. when P3 reached P4 (Fig. 5.4b), the melt started to solidify from P3, forming a progressive semisolid region above P3 inside the glass tube. In this way, the electromagnetic pulses applied can act directly onto the semisolid melt and the liquid melt above P3.

Taking the first sample, Sn-18Pb0V in Table 5.1, for example, the stabilised furnace temperatures measured at P1 was ~ 380 °C, and that of the melt inside the tube were ~342 °C at P2 and ~278 °C at P3 respectively before withdrawal (Table 5.1 and Fig. 5.6a). The withdrawal speed need to ensure that the starting temperature of ~278 °C at P3 is cooled to the liquidus temperature of the alloy, i.e, 205 °C when P3 reached P4, the centre of the EMP coil. As the tube continued to move down, solid phase started to grow at the region above P3 inside the tube (Fig. 5.4b). The cooling rate for Sn-18Pb0V is ~0.176 °C/s (calculated from Fig. 5.5a, [(278-225 °C)/(795-495 s)] = 0.176 °C/s), and the distance between P3 and P4 is 70 mm (Fig. 5.5a), Therefore the withdrawal speed is [70 / (278 -205)] × 0.176 = 168 µm/s.

Similarly, for Al-15Cu, the withdrawal starting temperature was 652 °C (Table 5.1 and Fig. 5.6b), the liquidus is 612 °C, and the cooling rate was~ 0.021 °C/s (calculated from Fig. 5.5b, [(652-553 °C)/(5000-430 s)] = 0.021 °C/s)), the withdrawal speed was [70 / (652 -612)] × 0.021 = 37 µm/s. For Al-35Cu, the withdrawal starting temperature was 600 °C (Table 5.1 and Fig. 5.5c), the liquidus is 556 °C (Fig. 5.6c), and the cooling rate is ~0.014 °C/s (calculated from Fig. 5.5c, [(600-540 °C)/(5000-800 s)] = 0.014 °C/s)), so the withdraw speed was [70 / (600 -556)] × 0.014 = 22 µm/s.

The application EMP was actually started immediately when the sample withdrawal started, and continued until the melt completely solidified. The
applied discharge voltage, frequency and duration for each sample are also summarised in Table 5.1.
Fig. 5.5. The temperatures of the samples for calculating the cooling rates for (a) Sn-18Pb, (b) Al-15Cu and (c) Al-35Cu
**Table 5.1.** A summary of the alloys, samples and the parameters used for the solidification experiments without and with electromagnetic fields

<table>
<thead>
<tr>
<th>No.</th>
<th>Sample</th>
<th>Alloy</th>
<th>Furnace temperature at P1 (°C)</th>
<th>Sample solidification parameter</th>
<th>EMP parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Temperature at P3 (°C)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cooling rate (°C/s)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Withdrawal speed (µm/s)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$V_d$</td>
<td>$f_d$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$t_{pulse}$</td>
</tr>
<tr>
<td>1*</td>
<td>Sn-18Pb0V</td>
<td></td>
<td>380</td>
<td>278</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.176</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>168</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Sn-18Pb40V</td>
<td>Sn-18Pb</td>
<td>380</td>
<td>278</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.176</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>168</td>
<td>1220</td>
</tr>
<tr>
<td>3</td>
<td>Sn-18Pb80V</td>
<td></td>
<td>380</td>
<td>278</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.176</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>168</td>
<td>1410</td>
</tr>
<tr>
<td>No.</td>
<td>Alloy</td>
<td>Strength</td>
<td>Elongation</td>
<td>Impact Value</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>----------------</td>
<td>----------</td>
<td>------------</td>
<td>--------------</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Sn-18Pb120V</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Sn-18Pb40V10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Sn-18Pb80V10</td>
<td>Sn-18Pb</td>
<td>380</td>
<td>278</td>
<td>0.176</td>
</tr>
<tr>
<td>7</td>
<td>Sn-18Pb120V10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8**</td>
<td>Al-15Cu0V</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Al-15Cu40V</td>
<td>Al-15Cu</td>
<td>750</td>
<td>652</td>
<td>0.021</td>
</tr>
<tr>
<td>10</td>
<td>Al-15Cu80V</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Al-15Cu120V</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** Table represents material properties with specific compositions.
The example of the measured temperature profiles of sample 1*, 8** and 13*** are showed in Fig. 5.6a, 5.6b and 5.6c, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Al-15Cu120VH</th>
<th>Al-35Cu0V</th>
<th>Al-35Cu</th>
<th>670</th>
<th>600</th>
<th>0.014</th>
<th>22</th>
<th>0</th>
<th>0</th>
<th>120</th>
<th>1</th>
<th>5690</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13***</td>
<td>Al-35Cu0V</td>
<td>Al-35Cu</td>
<td>670</td>
<td>600</td>
<td>0.014</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>120</td>
<td>1</td>
<td>5690</td>
</tr>
<tr>
<td>14</td>
<td>Al-35Cu120V</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The example of the measured temperature profiles of sample 1*, 8** and 13*** are showed in Fig. 5.6a, 5.6b and 5.6c, respectively.
Fig. 5.6. The measured temperature profiles at P1, P2, and P3 for (a) Sn-18Pb no.1, (b) Al-15Cu no.8 and (c) Al-35Cu no. 13 during the solidification experiments.

5.3 Two dimensional microstructural characterisation of the solidified samples

After solidified, all as-cast samples were taken out of the glass tubes and sectioned from the middle longitudinally into two halves, followed by grinding using SiC papers of 600, 1200, 2500 grid size, and polishing with diamond suspension of 6 and 1 µm (with Kemet NLH and NFC polishing pads), and colloidal silica of 0.25 µm (with Kemet CHEM cloth polishing pad). Grinding and polishing were carried out using a semi-automatic grinding machine (Buehler Motopol 12) operated at 150 rpm. Each grinding and polishing step took 20~30 minutes.
Chapter 5

The two dimensional (2-D) microstructures of the as-cast samples listed in Table 5.1 were firstly characterised using conventional optical microscopy and scanning electron microscopy (SEM). For each sample, the information concerning the sizes of the primary dendritic grains and the primary intermetallic phases, their growth direction and morphology, and the changes of solute diffusion characteristics because the applications of the pulse magnetic fields was obtained and presented in this section.

5.3.1 The Sn-18Pb alloy samples

Fig. 5.7 shows the typical microstructures of the Sn-18Pb alloy samples formed during the solidification under the pulse electromagnetic fields with the discharging voltages and frequencies listed in Table 5.1. Clearly, Fig. 5.7a shows that, without EMP, the grains grow vertically upwards against the direction of heat flow (the heat was mainly conducted away from the top to the bottom of the sample), forming long dendritic columnar structure with the average length of the primary dendrite arms measured at 2500 µm and the average secondary dendrite arms measured at 250 µm.

Fig. 5.7b, c, and d show that, when an EMP of 1 Hz applied during the solidification, the directions of the primary dendrites had moved from a near-perfect vertical alignment to the inclined angles of 20°, 25° and 12° for the cases of 40 V, 80 V and 120 V, respectively. From the three cases investigated, there is no enough statistical data to draw any conclusion with confidence that there is any quantitative correlation between the growth direction of the primary dendrites and the voltage applied for this 1 Hz pulse. However, what is certain is that the applied pulses did disrupt the growth of the dendrites, because Fig. 5.7b-d clearly show that the very long and near-parallel primary dendrites in Fig. 5.7a were replaced with a series of dendrite clusters along their growth direction. As the increase of voltage, the average size of the dendrite cluster decreased from 63 µm (40 V) to 59 µm (80 V) and to 58 µm (120 V).
Fig. 5.7e-g show that, when the 10 Hz pulses were used, the measured dendrite cluster average sizes are 58 μm (40 V), 57 μm (80 V) and 52 μm (120 V). The dendrite clusters seemed to become smaller compared to the same voltage cases of 1 Hz. Furthermore, more global morphology and randomly oriented grains were seen for the 80 V and 120 V cases.

In Fig. 5.7h, the example of microstructure measurement are shown, primary dendrite trunk (PT), primary-to-primary dendrite arm spacing (PPAS), secondary primary dendrite arm (SPA) and angle of the dendrites. Further, the microstructure measurement of Sn-Pb alloys is listed in Table 5.2.
Fig. 5.7. The solidification microstructures of the Sn-18Pb alloy samples (Nos. 1-7 in Table 5.1) cast (a) without EMP; with 1 Hz EMP of (b) 40 V, (c) 80 V, and (d) 120 V; and 10 Hz EMP of (e) 40 V, (f) 80 V, (g) 120 V and (h) the example of microstructure measurement.
Table 5.2. A summary of the microstructure measurement from Sn-Pb samples without and with electromagnetic fields

<table>
<thead>
<tr>
<th>Sample</th>
<th>Primary dendrite trunk length, µm</th>
<th>Primary dendrite arm spacing, µm</th>
<th>Secondary dendrite arm /its spacing, µm</th>
<th>Dendrite angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sn-18Pb0V</td>
<td>2500</td>
<td>500</td>
<td>250/20</td>
<td>2-5°</td>
</tr>
<tr>
<td>Sn-18Pb40V</td>
<td>1000</td>
<td>400</td>
<td>200/30</td>
<td>20°</td>
</tr>
<tr>
<td>Sn-18Pb80V</td>
<td>340</td>
<td>200</td>
<td>100/40</td>
<td>25°</td>
</tr>
<tr>
<td>Sn-18Pb120V</td>
<td>220</td>
<td>206</td>
<td>98/31</td>
<td>12°</td>
</tr>
<tr>
<td>Sn-18Pb40V10</td>
<td>700</td>
<td>160</td>
<td>120/20</td>
<td>3-19°</td>
</tr>
<tr>
<td>Sn-18Pb80V10</td>
<td>500</td>
<td>90</td>
<td>130/25</td>
<td>72°</td>
</tr>
<tr>
<td>Sn-18Pb120V10</td>
<td>280</td>
<td>30</td>
<td>60/35</td>
<td>Random</td>
</tr>
</tbody>
</table>
5.3.2 The Al-15Cu alloy samples

A Zeiss EVO60 environmental scanning electron microscopy (operated at 20 kV, with a work distance of 6.5 mm) was used to comprehensively characterise microstructures of the Al-Cu alloys. To accommodate the samples into the SEM chamber, each Al-Cu as-cast bar listed in Table 5.1 was firstly longitudinally sectioned into two halves, and then one half was chosen and cut into three short segments of ~2.5 cm long each, followed by grinding and polishing using the same procedure and materials described at the beginning of this 5.3 section. Further, the microstructure measurement of Al-Cu alloys is listed in Table 5.3.

5.3.2.1 The primary Al dendritic grains

Fig. 5.8 shows the macro and microstructure of Al-15Cu0V (without EMP). The grains grow upwards against the direction of withdrawal, forming very long primary dendritic structure with mature secondary arms from Fig. 5.8-1 and 5.8-6, the primary dendrite trunk width and dendrite arm spacing were measured, as seen the dendrite trunk is ~ 20 µm width while the primary dendrite arm spacing is ~120 µm. From the macro level image, the average length of primary dendrite trunks was measured and the average is ~15000 µm long.

Fig. 5.9, 5.10, and 5.11 show the macro and microstructures of the samples (Al-15Cu40V, Al-15Cu80V and Al-15Cu120V) treated using 1 Hz EMP with the discharge voltage of 40 V, 80 V and 120 V respectively.

Comparing the macrostructures showed in Fig. 5.8 and 5.9, it can be seen that the primary dendritic grains in Fig. 5.9 grew in the similar upwards direction, forming many long primary dendrites with mature secondary dendrite arms. However, statistically (show a few zoom-in images) the average length of the primary dendrite trunk were reduced to ~12000 µm long (macro level image) and ~10 µm width (Fig. 5.9-2 and 5.9-3) and the
primary dendrite arm spacing was also reduced to ~80 µm (Fig. 5.9-3 and 5.9-6) while the average secondary arm is measured at 60 µm.

Fig. 5.10 shows that, as the discharge voltage increased to 80 V, the growing directions of the primary dendrites started to move away from the near-vertical-against-gravity direction, and more primary dendrites seemed to grow from the glass tube wall into the centre area (Fig. 5.10-3 and 5.10-4). The length of the primary dendrites became shorter and shorter (an average length of 900 µm and 10 µm width with a primary dendrite arm spacing ~100 µm as shown in Fig. 5.10), while the secondary dendrite arms started to grow bigger and bigger ~120 µm as Fig. 5.10-2 and 5.10-5.

Fig. 5.11 shows, at a discharge voltage of 120 V, the growing of the primary dendrites became random, leading to the formation of many equaxed dendrite grains in the whole polished section. The average length of the primary dendrite trunk is ~100 µm with primary dendrite arm spacing of 40 µm while the average secondary arm is measured at ~ 20 µm.
Fig. 5.8. The macro and microstructure of sample Al-15Cu0V (without EMP).
Fig. 5.9. The macro and microstructure of sample Al-15Cu40V (1 Hz, 40V EMP)
Fig. 5.10. The macro and microstructure of sample Al-15Cu80V (1Hz, 80 V EMP)
Fig. 5.11. The macro and microstructure of sample Al-15Cu120V (1Hz, 120 V EMP)
5.3.2.2 The eutectic phase

Detailed SEM analyses also found that the electromagnetic pulses applied can strongly influence solute diffusion during solidification, and therefore affect the formation of the eutectic microstructure. The comparison of the eutectic microstructures of the Al-15Cu samples formed without and with EMP is presented in this section.

Fig. 5.12 is a series of backscattered electron images, showing the typical eutectic colonies of the Al-15Cu alloy samples (Nos. 8-11 in Table 5.1) solidified without and with EMP. In general, it can be seen that, as the discharging voltage increased from 0 to 120 V, the size of the eutectic colonies became smaller from ~300 to 100 µm. Within the colonies, the size of the θ (Al2Cu) phase became smaller from ~60 to 20 µm. Fig. 5.12 shows that, at a higher magnification of 1690× there existed a clear solute diffusion zone at the boundaries of the θ phase (marked by the red squares on each of the left-hand side images) inside the eutectic colonies and these diffusion zone can be more clearly seen in the corresponding enlarged, zoom-in images on the right for each case solidified with EMP. However no such diffusion zones were found inside the eutectic colonies of the Al-15Cu0V sample, i.e. without EMP as seen in Fig. 5.12a.

To further quantify the solute diffusion zones, even higher magnification (4130×) backscattered electron images were taken to highlight the θ phases of interest, and Energy-Dispersive X-ray Spectroscopy (EDX) line scans were performed on the θ phases as clearly showed in Fig. 5.13.

Fig. 5.13 shows the backscattered electron images of 4130× with EDX line scan (the left column) and the distribution of element resulting of EDX line scan (right column). The distribution graph shows that the red line is a relative composition of Al while the purple one is Cu composition inside the θ phases. The Al decreases gradually in the boundary of θ phases while the Cu increases and it decreases of 20-25% compare with area outside θ phases (with pointed arrow), statistical data from the line scans indicated
that the diffusion zones are 3-5 µm wide. It is interesting that with the discharging voltage of 0 to 120 V, the alloys have solute diffusion zone in the similar phenomena and the size of the diffusion zone relatively the same.

**Fig. 5.12.** A series of SEM backscattered electron images, showing the eutectic colonies and the θ phases within the colonies of the Al-15Cu samples (Nos. 8-11 in Table 5.1) cast (a) without EMP; and with 1 Hz EMP of (b) 40 V, (c) 80 V, and (d) 120 V. The solute diffusion zones are clearly seen in (b) to (d), but not in (a).
Fig. 5.13. A series of backscattered electron images with EDX lines scans, illustrating the solute diffusion zones along the boundaries of the \( \theta \) phases inside the eutectic colonies for the Al-15Cu samples (Nos. 8-11 in Table 5.1) cast by (a) without EMP, with 1 Hz EMP of (b) 40 V, (c) 80 V and (d) 120 V respectively.
5.3.3 The Al-35Cu alloy samples

5.3.3.1 The primary θ (Al$_2$Cu) phases

Fig. 5.14 shows the macro and microstructure of sample Al-35Cu0V (without EMP). Clearly, at the lower part of the as-cast bar, long-thin and near-parallel primary θ phases are seen to occupy a large portion of the polished area. The averaged length and width of the θ phases are $\sim$3000 µm length and 100 µm width. The area fraction of the θ phases is calculated as 51%. All evidence indicated that, apart from a small region on the right-hand side bottom corner (highlighted in Fig. 5.14), majority of the primary θ phases grew against the gravity to form near-parallel distribution. Fig. 5.14 also shows that, much less bigger θ phases were found in the middle part, and almost none was found in the upper parts of the polished area, indicating that much of the Cu element sunk to the lower part during the solidification experiment.

The areas of interest at the lower, middle and upper parts of the polished bar are showed in the high magnification zoom-in images, it can be seen that the eutectic phase forms in the vertical and near-parallel pattern.

Fig. 5.15 shows the macro and microstructure of sample Al-35Cu120V (1 Hz, 120 VEMP). Similarly, much more θ phases (67%) were found in the lower part, much less 11% in the middle part, and almost none in the upper part. However, for > 80 percentages of the θ phases in the lower part, their morphology changed completely. Many small island-like clusters of θ phases (an average size of 140 µm long and 260 µm wide) were formed, each cluster aligned together in a straight line to form a long string of clusters, and the long strings were then arranged in a near-parallel manner. This morphology is completely different to the long-thin, near-parallel individual θ phase showed in the lower part of Fig. 5.14.
The areas of interest at the middle and upper parts of the polished bar are also showed in the high magnification zoom-in images, it can been seen that apart from the change of $\theta$ phase, the eutectic phase form also changed to the random pattern.

**Fig. 5.14.** The macro and microstructure of sample, Al-35Cu0V (No. 13 in Table 5.1) cast without EMP.
Fig. 5.15. The macro and microstructure of sample, Al-35Cu120V (No. 14 in Table 5.1) cast with 1 Hz, 120 V EMP.
5.3.3.2 The eutectic phase

Fig. 5.16 shows the typical eutectic microstructures of sample Al-35Cu0V (without EMP) and Al-35Cu120V (1 Hz, 120 V EMP). Although the general morphology is a bit different, at higher magnification, again, clear solute diffusion zone (with lower Al element) were found to appear along the θ phases of the EMP treated sample, Al-35Cu120V (Fig. 5.16b-2). EDX line scan indicated that the diffusion zone is ~5 µm wide.

The atomic contrast from the backscattered images clearly show the diffusion zones contain more heavy element, in these cases, more Cu, and the EDX line scans gave the relative change of the Al and Cu. Based on line scan the relative decrease of the Al in the diffusion zone is calculated at 25 %.

Once again, no such diffusion zone was found for the sample Al-35Cu0V that was cast without EMP.
Fig. 5.16. Backscattered electron images with EDX lines scans, illustrating the solute diffusion zones along the boundaries of the $\theta$ phases inside the eutectic colonies for the Al-35Cu samples (a) without and (b) with 120 V 1 Hz EMP (Nos. 13 and 14 in Table 5.1)
Table 5.3. A summary of the microstructure measurement from Al-Cu samples without and with electromagnetic fields from 2-D microstructure images

<table>
<thead>
<tr>
<th>Sample</th>
<th>Primary dendrite trunk length, µm</th>
<th>Primary dendrite trunk width, µm</th>
<th>Primary dendrite arm spacing, µm</th>
<th>Dendrite angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-15Cu0V</td>
<td>15000</td>
<td>20</td>
<td>120</td>
<td>35 °</td>
</tr>
<tr>
<td>Al-15Cu40V</td>
<td>12000</td>
<td>10</td>
<td>80</td>
<td>22°</td>
</tr>
<tr>
<td>Al-15Cu80V</td>
<td>900</td>
<td>10</td>
<td>120</td>
<td>45°</td>
</tr>
<tr>
<td>Al-15Cu120V</td>
<td>500</td>
<td>5</td>
<td>40</td>
<td>Random</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>θ phases length, µm</th>
<th>θ phases width, µm</th>
<th>θ phases spacing, µm</th>
<th>Dendrite angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-35Cu0V</td>
<td>3000</td>
<td>100</td>
<td>40</td>
<td>0°</td>
</tr>
<tr>
<td>Al-35Cu120V</td>
<td>140</td>
<td>260</td>
<td>20</td>
<td>15°</td>
</tr>
</tbody>
</table>
5.4 Three dimensional microstructural characterisation of the solidified samples, X-ray tomography

The 2-D SEM images presented in Fig. 5.8 to Fig. 5.15 clearly illustrated the changes in the primary Al dendrites, the primary θ (Al2Cu) phases and the eutectic colonies due to the presence of EMP. However, the 3rd dimensional data is missing, therefore the true 3-D morphologies of the phases cannot be revealed by 2-D images. Obtaining the 3rd dimensional data is essential for achieving a full morphological characterisation of the microstructures of the materials subject to different processing conditions.

Laboratory based X-ray Computing Tomography (X-ray CT) and synchrotron X-ray tomography techniques were used in this research to characterise the 3-D microstructures of the Al-15Cu and Al-35Cu alloy samples, but not the Sn-18Pb samples due to the very high absorption of X-ray.

Fig. 5.17 shows how the area of interest of a sample was selected for doing the tomography scans. Firstly, from the SEM images, a typical area containing the features to be studied in 3-D is selected and then the area was very carefully cut off from the bulk sample, and was ground and polished into needle-shaped sample for subsequent X-ray tomography scans. Based on the attenuation length calculations at 30 keV of energy, the Al-15Cu samples were ground into ~3 mm long needle-shaped samples with a tip diameter of <1.0 mm, while for the Al-35Cu sample, the tip diameter of <0.6 mm is needed to have a sufficient X-ray transmission at 30 keV.

The laboratory based X-ray CT work was carried out in the Medical engineering laboratory using the X-ray μCT scanner (HMX 160; X-Tek System), the needle sample was clamped and mounted on the stage with 50 mm from the detector. The sample was rotated from 0 to 180° and the X-ray images were taken for each rotation step. The transmission target used is tungsten (W) and the current output was 20 μA.
Fig. 5.17. (a) and (b) are SEM images, showing a microstructural feature of interest marked by the dotted lines; (c) the marked area in (b) was selected and carefully made into a needle-shaped sample for tomography scans. (d) The reconstructed 3-D microstructure for the area marked in (c) after reconstruction; and (e) the selected segmentation from (d) to show a primary Al dendrite.

The synchrotron X-ray tomography experiments were carried out mainly at the beamline I13 of Diamond Light Source on 9-15 October 2014 (proposal no. MT9974), and partially at the beamline for TOmographic Microscopy and Coherent rAdiology experimentTs (TOMCAT) of Swiss Light Source, Paul Scherrer Institute (PSI), Switzerland on 31 October and 1 November 2014 (proposal ID 20140233).

The experimental setup for tomography scans at I13 of DLS was similar to that described in Fig. 2.9 of chapter 2. The sample was placed on the magnetic holder on the sample stage between the X-ray source and detectors. The sample-detector distance was set at 20 mm in order to have low level of in-line phase contrast. The CdWO4 scintillator-coupled pco.edge 5.5 detector (PCO AG, Germany) was used, and it is a very low noise detector with 2560 x 2160 pixels (a pixel = 6.5 µm x 6.5 µm). The detector has maximum frame rate 100 Hz at all resolution which is suitable for dynamic process. The 8x objective lens in the detector assembly was used to give an effective spatial resolution of 0.81 µm/pixel, and a field of view of 2.1 x 1.8 mm.
In each tomography scan, the sample rotated from 0 to 180°, and 4001 X-ray image projections were taken (17.5 ms exposure time for each projection), including 40 dark field images (without X-ray) and 40 flat field images (with X-ray but without the sample).

Data reconstruction and segmentation were carried out using software DAWN v1.7 [182, 183] and AVIZO v8.0 (FEI, USA), respectively. For each scan, the obtained projection data or signogram (signogram is a sine wave graph image) were firstly transformed into to 2-D cross section images by using the inverse Radon transform method – the so called filtered back projection algorithm with ring artefact suppression function and the parameters used were: ParameterR=0.005, NumSeries=1. Secondly, volume rendering was performed by stacking all of the 2-D cross section images in order to form 3-D image and show the interior features of interest. The 3-D microstructure of interest, for example, a primary dendrite, can then be selected using segmentation by setting the suitable threshold for the features to be selected. The threshold was carefully chosen by analysing the difference in the grey values of the pixels between the primary dendrite and the matrix. The pixels containing the Al primary dendrites have lower grey values ~ 66% (lower X-ray absorption) than those of the matrix containing more Cu element. In this way, the 3-D microstructures of the samples cast without and with EMP were obtained and presented in the following sections.

5.4.1 The Al-15Cu samples

Fig. 5.18 shows the 3-D primary Al dendrites of the Al-15Cu samples cast without EMP and with EMP of 120 V discharge voltages, this tomography images were obtained from the experiment using the lab based X-ray CT scan. The reconstructed 3-D images clearly reveal the full microstructural characteristics of the Al dendrites, such as the growth direction, the size of the primary dendrite trunks, the primary arm spacing, the secondary arm spacing (in Table 5.4), etc which are much rich information compared to those revealed by the 2-D SEM images. The dendrites were disturbed and shorten, the primary Al dendrite, the primary dendrite trunks were shorten.
from \(\sim 2000\ \mu\text{m}\) (without EMP) to \(\sim 330\ \mu\text{m}\) (with EMP). The direction of the dendrites changed nearly perpendicular to the one without EMP.

Fig. 5.18 also shows the 3-D microstructure of the whole length of the needle sample. The microstructure of Al-15Cu without EMP reveals how the primary dendrites grew.

\[
\text{Fig. 5.18. The 3-D primary Al dendrites of Al-15Cu samples (by segmenting out the rest of the matrix) cast (a) without EMP; and (b) with EMP of discharge voltage 120 V 1 Hz. The X-ray images taken from lab based X-ray CT scan.}
\]
Fig. 5.19 shows what more rich information can be obtained or extracted from the 3-D tomography dataset comparing to the 2-D SEM images for the similar microstructural features, i.e. the Al primary dendrites in Al-15Cu samples cast without and with EMP (1 Hz, 120 V). The left-hand column shows the typical SEM images. The middle ones are the reconstructed 3-D images chosen from the typical area marked by the rectangle on the SEM images. While the last column shows the segmented primary Al dendrites from the 3-D reconstructed images in the middle column.

Without EMP (Fig. 5.19a-1, a-2), the long primary Al dendrites have the average dimension of approximately ~700 µm long and 200 µm wide, and the volume fraction is approximately 84.6% in this selected volume. In 3-D reconstructed image (Fig. 5.19b-3), the secondary dendrite diameter was measured at ~ 60 µm and they are connected to each other, contrast with the 2-D images shown that they are not connected.

For the case of 1Hz, 120 V EMP, the long dendritic grains were clearly disrupted (Fig.5.19b-1, b-2) and the extracted dendrite show that the growth direction became random (Fig.5.19b-2), and the primary dendrites size decrease to ~ 300 µm and it formed the snow flake shape with 4 branches (Fig. 5.19b-3) within the 2-D images this information was missing.

In order to ensure the effect of EMP to the sample, the experiment is designed to apply the pulse to half of the sample during directional solidification process, so called ‘half-sample treatment’. The EMP is applied during sample is withdrawal out of the furnace and continuously apply for half sample. Then the pulse stops since the middle of the sample moving into the EMP coil. The microstructure of Al-15Cu120VH (sample no. 12 in the Table 5.1) of this condition treatment is shown in Fig. 5.20.
Fig. 5.19. Comparison of the 2-D and 3-D dataset for the primary Al dendrites from the samples (a) Al-15Cu0V and (b) Al-15Cu120V. The tomography obtained from I13, DLS.

Fig. 5.20 shows the 2-D microstructure and 3-D tomography of Al-15Cu120VH alloy with half-sample treatment. The results correlate with the experiment that the lower part was treated with the EMP but the dendrites on the top part are freely to grow without treatment. In Fig. 5.20a, the dendrites are short in the area of the lower part while the dendrites form columnar microstructure from the middle of sample to the upper part. The red-dot line used to indicate the area where the change of microstructure is presented. The microstructure of the upper half of sample grew directional solidification with long morphology. However, the direction of the dendrites is around 45° away from the withdrawal direction might be the reason of un-uniform heat transfer inside alloy bar. The direction of the dendrite
cannot be controlled to be parallel to withdrawal direction as the heat transfer issue involved.

Fig. 5.20b presents the 3-D reconstructed image, showing the difference morphology shape of dendritic microstructure. The upper part presents the columnar structure with the primary dendrite trunk 80 μm diameter while the lower part contains the equiaxed morphology.

![Image](image_url)

**Fig. 5.20.** The 2-D and 3-D microstructure of: Al-15Cu120VH with EMP treatment on half-sample. The tomography obtained from TOMCAT, PSI.

### 5.4.2 The Al-35Cu samples

Fig. 5.21 shows the 3-D primary θ (Al₂Cu) phases of Al-35Cu samples without and with EMP (1 Hz, 120 V). The full microstructural characteristics of the θ phases, such as the growth direction, the size of the θ phases are shown in Table 5.4.

In 3-D images, it clearly seen that the main θ phase has separated braches formed ~20-30° from the main branch which cannot be seen from the 2-D images. While the one with EMP, the θ phases formed in two direction, 30° and 90° with the withdrawal direction. These two directions also cannot be identified from the 2-D images.
Fig. 5.21. The 3-D primary \( \theta \) phases of Al-35Cu samples (by segmenting out the rest of the matrix) cast (a) without EMP; and (b) with EMP of 1Hz, 120 V. The X-ray images taken from lab based X-ray CT scan.

Fig. 5.22, the 3-D images and 2-D SEM images are compared, the growth directions and the orientations of the primary phases were clearly revealed with any misunderstanding.

Especially, for the case of treated by EMP, most of the primary Al\(_2\)Cu phases were showed to be shortened, and many changed the growth direction from vertically against the gravity to horizontal direction (Fig.5.22b-2, b-3), with many others having the growing direction no longer aligned vertically and in a parallel manner.
Fig. 5.22. Comparison of the 2-D and 3-D dataset for the θ phases of Al-35Cu (a) without and (b) with 120V 1Hz of EMP treatment. The tomography obtained from I13, DLS.

The morphology of Al-35Cu alloy without EMP treatment, the θ phases are long and thinner compare with θ phases of with EMP.

With EMP treatment the primary dendrites of Al-35Cu change the morphology, size and number. The size of phases are shorter so that the amount of dendrites is increased then phases fraction increased. Nonetheless, for both alloys cast without and with EMP, the eutectic phases remained the similar morphology.
Table 5.4. A summary of the microstructure measurement from Al-Cu samples without and with electromagnetic fields from 3-D microstructure images

<table>
<thead>
<tr>
<th>Sample</th>
<th>Primary dendrite trunk length, µm</th>
<th>Primary dendrite arm width, µm</th>
<th>Primary dendrite arm spacing, µm</th>
<th>Dendrite angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-15Cu0V</td>
<td>2000</td>
<td>250</td>
<td>120</td>
<td>35 °</td>
</tr>
<tr>
<td>Al-15Cu120V</td>
<td>300</td>
<td>40</td>
<td>40</td>
<td>Random</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>θ phases length, µm</th>
<th>θ phases width, µm</th>
<th>θ phases spacing, µm</th>
<th>Dendrite angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-35Cu0V</td>
<td>3000</td>
<td>60</td>
<td>300</td>
<td>0-2°</td>
</tr>
<tr>
<td>Al-35Cu120V</td>
<td>1500</td>
<td>120-150</td>
<td>60</td>
<td>30° and 90°</td>
</tr>
</tbody>
</table>
5.4.3 The 3-D eutectic structure of Al-Cu alloys

In Fig. 5.23, the 3-D images and 2-D SEM images are compared, the 3-D eutectic structures were clearly revealed and the complex 3-D morphology of eutectic colony and their interconnection and orientation are presented. To show the eutectic structures, the primary dendrites were removed from the 3-D morphology. Fig. 5.23a-3 and 5.23b-3 show the eutectic structure after primary dendrites were removed.

Particularly, in the EMP treated case, the eutectic structure was showed to be disturbed and refined, resulting smaller laminar spacings (Fig.5.23b-2, b-3).

**Fig. 5.23.** A series of images of the eutectic structures of Al-15Cu (a) without, (b) with 120V 1Hz of EMP treatment. The tomography data were obtained from I13, DLS.
Fig. 5.24 shows the 2-D SEM and 3-D tomography images of the eutectic structures of the Al-35Cu alloy without and with EMP treatment. The eutectic structures were shown to grow in parallel and vertically against gravity. To show the eutectic structures, the primary dendrites were removed from the 3-D morphology. Fig. 5.24a-3 and 5.24b-3 show the eutectic structure after primary dendrites were removed.

In contrast, for the alloy treated by EMP, the eutectic morphologies were disturbed and changed the direction from vertically against the gravity to horizontal direction, forming a more random pattern (Fig.5.24b-2, b-3).

**Fig. 5.24.** A series of images of the eutectic structures of Al-35Cu (a) without, (b) with 120V 1Hz of EMP treatment. The tomography data were obtained from I13, DLS.


5.5 Summary

The solidification experiments of Sn-18%Pb, Al-15%Cu and Al-35%Cu alloys under pulse electromagnetic fields of the different magnetic fluxes and well-controlled thermal conditions were carried out.

The results of solidification microstructure of solidification of those alloys were revealed and analysed 2-D microstructures using optical microscopy, scanning electron microscopy and 3-D microstructure using X-ray tomography. The results show that the microstructures of alloys with EMP treatment are significantly different from the ones without treatment.

From the 2-D microstructures of those alloys, the measured microstructure, i.e. primary dendrite trunk, primary dendrite spacing and secondary dendrite arms were identified showing the comparison of the microstructure change by the difference of discharge voltage of EMP. The microstructures of alloys with treatment were disturbed and change the size to smaller and finer related to the increase of discharge voltage.

3-D microstructure revealed the missing direction which unseen in 2-D microstructure. The true morphology of primary dendrite and θ phase of Al-15%Cu and Al-35%Cu, the truly information of microstructure size and direction were presented. Further, especially, the eutectic morphology of Al-Cu alloy were explored, i.e. the direction and connection of those colonies.
Chapter 6: Modelling of the multiphysics in pulse electromagnetic fields

As described in Chapter 4, the helical copper coil (EMP coil) produces pulse magnetic flux, inductive current and Lorentz force inside the liquid metal held within the glass tubes. Finite element method and commercial software, Comsol Multiphysics [184] were used to simulate the pulse magnetic flux, the Lorentz force and the fluid flow enhanced by the Lorentz force in order to understand more quantitatively the effects of those coupled physics on the microstructural evolution of the metal alloys solidified in the pulse electromagnetic field.

6.1 The governing equations

Firstly, the pulse magnetic flux generated by the helical copper coil was simulated and the governing equations are [143]:

\[ 0 = \nabla \cdot \mathbf{B} = \nabla \cdot (\nabla \times \mathbf{A}) \]  \hspace{1cm} (6.1)

\[ \mathbf{B} = C \mu_0 \mu_r \mathbf{J}_e \]  \hspace{1cm} (6.2)

\[ \mathbf{J}_e = \frac{V_d}{AcZ} \]  \hspace{1cm} (6.3)

where \( \mathbf{B} \) is the magnitude of the magnetic field or the magnetic flux density measured by Tesla [T], \( \mathbf{A} \) is the magnetic vector potential, \( \mu_0 \) (1.26×10^{-6} T m/A) is the permeability of free space, \( \mu_r \) is the relative permeability of copper, \( \mathbf{J}_e \) [A/m^2] is the density of the input electric current passing through the coil, \( V_d \) (V) is the discharge voltage, \( Z \) (Ω) is the impedance of the LC circuit, \( Ac \) is the cross-section area of the wire (3.14 mm^2) of the coil, and \( C \) is a compensation coefficient (\( C = 1 \), if no energy loss is considered).
Secondly, the induced current generated inside the metal alloys by the magnetic field produced by the copper coil can be [185] calculated by

\[ J = \mu_0^{-1}\mu_r^{-1}B \]  

(6.4)

Where \( J \) is the induced current density inside the molten alloy, and \( B \) is induced magnetic flux density [85]

Thirdly, the pulse Lorentz force (\( F \)) generated inside the metal alloy held within the quartz tube can be calculated [83, 162] by

\[ F = J \times B \]  

(6.5)

Finally, the velocity field of the liquid metal (\( u \)) was simulated using the Navier-Stoke equation [144] and the liquid metal was treated as an incompressive fluid flow with the Lorentz force as the body force. The heat flow and solidification were not considered in the simulation for simplicity. The governing equation is [185, 186]:

\[ \rho \left( \frac{\partial u}{\partial t} + u \cdot \nabla u \right) = \nabla \left[ -p I_t + (\mu + \mu_T)(\nabla u + (\nabla u)^T) - \frac{2}{3} \rho k_T I_t \right] + F \]  

(6.7)

Where \( \rho \) is the density of the liquid metal, \( p \) is pressure and \( u \) is velocity, \( F \) is the Lorentz force, \( I_t \) is the identity tensor, \( \nabla \) is Laplace operator.

From Reynold number,

\[ Re = \frac{\rho u L}{\nu_s} \]  

(6.8)

Where \( L \) is the characteristic length and \( \nu_s \) is the viscosity of the melt at 625 °C. The calculated Re is 5928, therefore the fluid flow is turbulent flow.
The well-known k-ε model was used to take the turbulence into account in the fluid flow simulation [155], and the turbulence viscosity term, $\mu_T$, in this model is given by

$$ \mu_T = C_\mu \frac{\rho k_T^2}{\varepsilon} $$

(6.9)

where $k_T$ is the turbulent kinetic energy, and $\varepsilon$ is turbulent energy dissipation, and $C_\mu$ is a constant. The differential equations for $k_T$ and $\varepsilon$ are given by [187].

$$ \rho (u \cdot \nabla) k_T = \nabla \cdot \left( \frac{\mu_T}{\sigma_k} + \mu \right) \nabla k_T + G_T + \rho \varepsilon $$

(6.10)

$$ \rho (u \cdot \nabla) \varepsilon = \nabla \cdot \left( \frac{\mu_T}{\sigma_\varepsilon} + \mu \right) \nabla \varepsilon + C_1 \frac{\varepsilon}{k_T} G_T - C_2 \rho \frac{\varepsilon^2}{k_T} $$

(6.11)

where $C_1$, $C_2$, $\sigma_k$ and $\sigma_\varepsilon$ are constants and $G_T$ is the turbulence shear generation term.

The MFD was firstly simulated by the equation 6.2 from the input current density of 40, 80, 120, 160, 200 and 240 V. Then the ICD was simulated from the each simulated magnetic flux (equation 6.4). At each computational point in the domain, the simulated MFD and ICD were used to simulate Lorentz force. Finally, the Lorentz force was used in the fluid flow model, equation 6.7 as the volume force.

### 6.2 The computational domains

Fig. 6.1a is a 3-D cut-off CAD drawing, showing a quartz tube mould containing a liquid melt set inside the EMP coil. This whole arrangement is actually an axis symmetrical geometry, therefore a 2-D axis symmetrical section (a dimension of $130 \times 30$ mm as showed in Fig. 6.1b) through the
axis can be used as the computational domain in the simulation to represent the whole 3-D arrangement. Furthermore, the 2-D domain itself is a symmetrical geometry against line P4-P4, and therefore, only half domain and the related data are needed to be described here. Fig. 6.2a shows the enlarged upper half domain, with the highlight on the subdomains of (1) liquid melt (SB1), (2) the quartz tube mould (SB2), (3) the helical coils (SB3) and the free space filled with air (SB4). Fig. 6.2b shows the corresponding triangle mesh structures for each sub-domain. The size of each sub-domain and its properties used in the simulation are summarised in Table 6.1. Each turn of the helical copper coil was defined as the Single-Turn Coil domain [185], and the whole helical coil was simulated using 45 such evenly and symmetrically distributed single-turn coils. The distance (pitch) between the adjacent coils is 1.25 mm.

6.3 The mesh structure

Unstructured triangular mesh [155] was generated using topology mesh function for the computational domain with the mesh size ranging from 0.042 to 9.39 mm as shown in Fig.6.2b. The domain for the liquid metal alloy was meshed using extra fine mesh, especially at the corner, and the area near the quartz tube. The total number of mesh elements is 267052.

6.4 The boundary and initial conditions

For the magnetic flux simulation, all boundaries of the sub-domains were set as insulation boundary, i.e. the boundary does not receive any external magnetic flux from outside. Zero magnetic flux density was initialized when the simulation started. For the melt flow simulation, fixed wall boundary conditions were set at the bottom boundary (contacting the Duratec rod) and the side boundary (contacting the quartz tube). However, at the top boundary (contacting air), a slip wall boundary condition was defined. The initial volume force and velocity of the liquid metal were set as zero when simulation started. The pulse current was input in the copper coil with the full width at half maximum (FWHM) ~25 ms, the amplitude varied by voltage input (40-240V). The time step for calculating was set 1 ms.
6.5 The materials properties

The simulation focused on studying the pulse magnetic fluxes and Lorentz forces acting on the liquid metal. The phenomena occurred in the time scale of milliseconds. It is very short comparing to the metal solidification event. Therefore, the constant temperature was assumed for the melt, and temperature-independent material properties were used during the pulse simulation. However, temperature dependent materials properties, such as viscosity and density were defined and used in the simulation. Constant properties were used for air, the quartz tube, the coil as detailed in Table 6.1.
**Fig. 6.1.** (a) A 3-D cut-off, showing a glass tube mould containing liquid melt inside the EMP coil, (b) The 2-D axis-symmetry computational domain used in the simulation.
Fig. 6.2. (a) The upper half of the computational domain, and (b) the corresponding mesh structures for each sub-domains and the close-up of the mesh structure for SB1, SB2 and SB3.
Table 6.1. The computational sub-domains, size and materials properties used in the simulation [178, 188-192]

<table>
<thead>
<tr>
<th>Sub-domain</th>
<th>Alloy melt (SB1)</th>
<th>Tube mould (SB2)</th>
<th>EMP coil (SB3)</th>
<th>Empty space (SB4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size (High × Wide, mm)</td>
<td>100 × 4.5</td>
<td>100 × 1.5</td>
<td>Ø2 × 45 turns</td>
<td>130 × 30</td>
</tr>
<tr>
<td>Materials and properties</td>
<td>Al-15Cu</td>
<td>Quartz (SiO2)</td>
<td>Cu</td>
<td>Air</td>
</tr>
<tr>
<td>Density (g/cm³)</td>
<td>3.63</td>
<td>2.20</td>
<td>8.7</td>
<td>1.2×10⁻³</td>
</tr>
<tr>
<td>Temperature (°C)</td>
<td>625</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Coefficient of thermal</td>
<td>27.95[193]</td>
<td>55</td>
<td>17</td>
<td>-</td>
</tr>
<tr>
<td>expansion (× 10⁻⁶ °C⁻¹)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resistivity (×10⁻⁸ Ω m)</td>
<td>11.85[189]</td>
<td>1×10¹⁴</td>
<td>1.6</td>
<td>2.3×10²⁴</td>
</tr>
<tr>
<td>Viscosity at 625 °C (mPa S)</td>
<td>2.48[190]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Relative Permeability</td>
<td>1.11</td>
<td>1</td>
<td>1[194]</td>
<td>1</td>
</tr>
</tbody>
</table>
6.6 The results of the simulation

6.6.1 Magnetic flux density

The simulations of the magnetic flux density (MFD) were firstly carried out without the quartz tube mould and the alloy melt (the Quartz tube and the alloy melt sub-domains were disabled), in order to obtain data to compare with the measured MFD using the Guass meter described in Chapter 4. The simulated MFD distributions for each different discharge voltage are showed in Fig. 6.3. Clearly, apart from the areas near the top end (bottom end as well) of the helical coil, the MFD was uniformly distributed in the computational domain with its intensity increasing with the increase of the discharge voltages. The stream line and arrows indicate the magnetic flux direction.

To validate the simulation, the simulated data at P4 was extracted to compare with the measured data already presented in Fig. 4.15 of Chapter 4. Only five voltages (40, 80, 120, 160 and 200 V) were used in the measurement so as to avoid the possible damage of the EMP coil because of very strong pulsing action was found when discharge voltage > 200 V was used in the experiment.
### Table 6.2. A summary of the input discharge voltage, measured and simulated magnetic flux density (MFD), induced current density (ICD) and Lorentz force

<table>
<thead>
<tr>
<th>Input variable</th>
<th>Capacitor discharge voltage (V)</th>
<th>Measured variable</th>
<th>Simulated variable</th>
<th>Sub-domains used in the simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40</td>
<td>80</td>
<td>120</td>
<td>160</td>
</tr>
<tr>
<td><strong>Measured variable</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MFD peak at P4 (mT)</td>
<td>270</td>
<td>600</td>
<td>890</td>
<td>1150</td>
</tr>
<tr>
<td>i.e. point, P4 in Fig. 6.1 (mT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Simulated variable</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compensation coefficient, C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MFD peak at P4 (mT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>351</td>
<td>707</td>
<td>1065</td>
<td>1422</td>
</tr>
<tr>
<td>SB3 + SB4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>300</td>
<td>604</td>
<td>901</td>
<td>1215</td>
</tr>
<tr>
<td>SB3 + SB4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>331</td>
<td>665</td>
<td>996</td>
<td>1330</td>
</tr>
<tr>
<td>SB1+SB2+SB3+SB4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICD peak at P5 (×10^6 A/m²)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>1.56</td>
<td>3.13</td>
<td>4.58</td>
<td>6.27</td>
</tr>
<tr>
<td>SB1+SB2+SB3+SB4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lorenz force peak at P5 (N)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>2.48</td>
<td>9.8</td>
<td>21.5</td>
<td>39.4</td>
</tr>
</tbody>
</table>
Fig. 6.3. The simulated magnetic flux densities using the discharging voltages of 40, 80, 120, 160, 200 and 240 V. The simulation was carried out by disabling quartz tube and the melt sub-domains (with C=1). The line profiles showed on the left are actually the simulated data along the line P4-P4 for each case, they are superimposed together for easy comparison.
Fig. 6.4 shows the simulated MFD profiles without melt superimposed with the measured profiles. The simulated and measured pulse profiles are very similar, but the peak values of the simulated pulses (with \( C = 1 \)) are 10\text{--}15\% higher than those of the measured ones (Fig.6.4a). This is because that, if \( C = 1 \) is used in the modelling, any possible energy loss, such as the generation of joule heat [195], in the discharging circuit and the coil was not considered. To take the energy loss into account, the compensation coefficient, \( C=0.85 \), was assumed in Eq. 6.2, and the results (Fig.6.4b) show that, the simulated pulses at all different voltages almost matched the measured ones with the peak values summarised in Table 6.2. The corresponding FWHM for each case was measured at 0.25, 0.45, 0.55, 0.65 and 0.70 ms, respectively. The differences of the peak values between the measured and the simulated MFD for all the discharging voltages are within 2\%. This indicates that the designed EMP device has an energy conversion efficiency of 85\%, i.e. 85\% of the stored energy is transferred as the pulse energy into the melt.

Moreover, Fig. 6.5 and 6.6 show the simulated MFD distributions (with \( C=0.85 \)) of both cases, 1) without tube and melt and 2) with the tube and melt sub-domain included, respectively. To compare the difference of the simulated results with and without the tube and melt sub-domains, Fig. 6.7 plots and superimposes the MFD pulse profiles extracted at point P4 for each case with different discharge voltages. The pulse profiles created by the same discharge voltage are very similar, however the peak values of the MFD for the cases without tube and melt are slightly lower than those of the cases with pulse. The comparison is summarized Table 6.2.

Obviously, the presence of the quartz tube and melt increase the peak magnetic flux density to 6\%. Moreover, the peak value of the simulated magnetic flux density increase linearly with the increase of the discharge voltage as clearly demonstrated in Fig. 6.8 with the slope of 8.3 mT/V for the case of without melt and 8.8 mT/V for that case of with melt in the simulation.
Fig. 6.4. Comparison of the measured and simulated magnetic flux density profiles with (a) $C = 1$, and (b) $C = 0.85$. 
Fig. 6.5. The simulated magnetic flux densities using the discharging voltages of 40, 80, 120, 160, 200 and 240 V. The simulation was carried out by disabling quartz tube and the melt subdomains (with C=0.85). The line profiles showed on the left are actually the simulated data along the line P4-P4 for each case, they are superimposed together for easy comparison.
Fig. 6.6. The simulated magnetic flux densities using the discharging voltages of 40, 80, 120, 160, 200 and 240 V. The simulation was carried out by enabling the quartz tube and the melt subdomains. The line profiles showed on the left are actually the simulated data along the line P4-P4 for each case, they are superimposed together for easy comparison.
**Fig. 6.7.** The simulated magnetic flux density profiles versus the discharge voltages with and without the quartz tube and the alloy melt.

**Fig. 6.8.** The simulated magnetic flux density peak value as a function of the discharge voltage with and without the quartz tube and the alloy melt.
6.6.2 The induced currents

Fig. 6.9 shows the simulated distribution of the induced current density (ICD) inside the alloy melt. The simulation was carried out with the quartz tube and alloy melt domain enabled, and the magnetic flux density with C=0.85 were used as the input for Eq. 6.4. Apparently the ICD concentrated along the boundary of the melt near the wall of the quartz tube (sub-graph in Fig. 6.9), and the ICD increases with the increase of the discharge voltage. The data at point, P5 were chosen to plot the peak profiles of the ICD at different discharge voltages (Fig. 6.10). Obviously, the peak value increases proportionally with the discharge voltage because the MFD increases with the similar rate.
**Fig. 6.9.** The simulated induced current density distributions inside the alloy melt for the discharge voltage of 40, 80, 120, 160, 200 and 240 V respectively. The line profiles showed on the left are actually the simulated data along the line P4-P4 for each case, they are superimposed together for easy comparison.
The simulated induced current density profiles and peak values for the discharge voltage of 40, 80, 120, 160, 200 and 240 V, respectively.

6.6.3 The Lorentz force

Using the MFD and the ICD obtained above as the inputs for Eq. 6.5, the Lorentz forces inside the alloy melt (\( \mathbf{F} \)) were calculated and showed in Fig. 6.11 for different discharging voltages using the same computational domain and mesh structure. The simulated data at point, P5 were extracted to show the Lorentz force profiles and its peak value (Fig. 6.12). The results show that, as the discharging voltage increased from 40 to 240 V, the Lorentz force increased from 2.4 to 89 N. Furthermore, the force is much stronger at the outer boundary layer of the alloy melt, and point inwards and then outwards in the one pulse cycle, i.e. \( \sim 35 \) ms as seen in Fig. 6.13, the force superimposed with one pulse cycle profile showing the direction of force according to change of the input pulse and time.
Fig. 6.11. The simulated Lorentz force distribution acting on the alloy melt for the case of 40, 80, 120, 160, 200 and 240 V discharge voltage. The line profiles showed on the left are actually the simulated data along the line P4-P4 for each case, they are superimposed together for easy comparison.
**Fig. 6.12.** The simulated Lorentz force profiles and its peak values acting on the alloy melt at point P5 for the case of 40, 80, 120, 160, 200 and 240 V discharge voltage

Fig.6.13 shows that the Lorentz force increased related to the increase of amplitude of the input pulse current, the direction point towards centre of the melt. Until the amplitude reached the maximum, the increase of Lorentz force was zero, the force direction had two directions (towards centre and another towards the side) according to the balance of increase and decrease of amplitude. Finally, the force decreased related to the decrease of amplitude of the input pulse current, then the direction of force changed direction toward the side.
Fig. 6.13. The change of the direction of Lorentz force in one pulse cycle for the case of 120 V.
6.6.4 The velocity field inside liquid metal

The Lorentz forces obtained above were used as the volume force in Eq. 6.7 to simulate the velocity field of the alloy melt using the fluid flow module of available from Comsol for the case of 40, 80, 120, 160, 200 and 240 V discharge voltage.

Fig. 6.1 illustrates the melt flow velocity field at different time step within one pulse cycle. The velocity field shows that, in general, the lower and upper half of the melt inside the quartz tube have a similar flow pattern with a circulating flow starting from the central region (at 0 mm region) of the tube and move upwards and downward at the same time. Apparently, the velocity field also behave cyclically following the frequency of the field applied, i.e. 1 Hz in this case. Fig. 6.15 shows the changes of the melt velocity field with one pulse profile at the time step.

Fig. 6.16 shows the changes of the melt velocity field with the increase of the discharge voltage at the simulated time step of 0.035 s (when the maximum Lorentz force occurred). Increasing discharge voltage from 40 V to 240 V results in the increase of the maximum velocity from 0.02 to 0.42 m/s accordingly. However, the simulation shows that, in all cases, and for this particular quartz tube geometry, higher velocity always occur at the top and bottom central regions of the tube. In the majority of the middle section of the tube, the flow velocity is $\sim$ 50% of the maximum velocity found at the top and bottom section.
Fig. 6.14. The simulated velocity fields inside the alloy melt for the case of 120 V discharge voltage.
Fig. 6.15. The simulated velocity fields inside the alloy melt in one pulse cycle for the case of 120 V
Fig. 6.16. The simulated velocity field at the simulated time step of 0.035 s (when the maximum Lorentz force occurred) for the discharge voltage of 40, 80, 120, 160, 200 and 240 V, respectively.
6.7 Summary

The finite element based model was developed to simulate the magnetic flux density, induced current and Lorentz force of the pulse magnetic field. The simulated magnetic flux densities were compared with the measured data, and the model was therefore validated. The results show that the simulated magnetic flux densities were about 10-15% higher than measured ones. A compensation coefficient was introduced to take into account the effect of energy loss during the generation of the pulse electromagnetic field. As a result, the simulation with the energy loss considered matched the measured data with an error of 2%.

After validating the model, the induced currents, Lorentz forces and the corresponding velocity fields inside the alloy melt produced by different discharge velocity were simulated and presented.
Chapter 7: Discussion

By analyzing the large amount of experimental and computational data generated from this research, and comparing the results from this research with those from other researchers in this field published in the open literatures, this chapter gives very detailed discussions on the significance of the research findings, and the new scientific contributions to this very important research field.

The discussions are focusing on the novelties of the EMP device developed, the links between the results obtained from the pulse electric current and the pulse electromagnetic field, and how the simulation and modeling help to understand the experimental results more quantitatively. The dominant control parameters for achieving sensible grain refinement using the pulse electromagnetic field method are also presented.

7.1 The novelty of the EMP device

The EMP device (as described in Chapter 4) is designed for conducting pulse electromagnetic field solidification experiments in university laboratory and Synchrotron X-ray beamlines. Comparing to the many other similar apparatus or devices in open literatures as reviewed in Chapter 2, the key novelties of this EMP device are:

7.1.1 Programmable pulse control

A trigger unit linked with a Thyristor switch is designed and embedded between the charging and discharging units (Fig. 4.3, 4.4, 4.7 in Chapter 4) to control the charging of the capacitor bank, and the amplitudes, durations and frequencies of the pulse current discharged into the working coil. The trigger unit is the key control unit to adjust the amplitude of pulse current and discharge frequency. As shown in Eq. 4.4, the maximum amplitude of a
pulse current is achieved when the charging time is $\geq 5 \times R_1 C$. If less than $5 \times R_1 C$ is used, lower pulse amplitude can be realized as shown in Fig. 4.6 and Fig. 7.1. The discharge frequency of the pulse can be set by the solid state relay (Fig. 4.6 in Chapter 4). The characteristic discharging time of the pulse for this EMP is $\sim 5 \times Z C$ or $\sim 0.5$ ms; and the discharge frequency is defined by the combination of the charging time ($T_1$) and relaxing time ($T_2$) as shown in Fig. 7.1. By decreasing or increasing ($T_1 + T_2$), different frequencies of the pulse can be realized from 0 to 10 Hz for this EMP device.

![Diagram](image)

**Fig. 7.1.** The characteristic profiles for current charging and discharging.

### 7.1.2 Systematic and module-based design

The EMP device is systematically designed and manufactured with functional and upgradable modules with very flexible input and output parameters to suit a wide range of solidification experiments.

Firstly, variable input voltages are available, because of the use of a variac transformer to provide the charging power. This provides the possibility of using the EMP device with different power supplies of different voltages. In this case, the variac transformer (electricity supplied from the 240V mains in the laboratory) can deliver the variable input voltages in the range of 0-
270 V to charge the capacitor. Of course, large capacity variac transformer can be used if high voltage input power, e.g. 380V is used

Secondly, the module design of the capacitor bank allows the capacitance of the charging unit to be easily increased or decreased to suit the EMP device to different experiments, such as samples of different size and alloys, etc.

Thirdly, the working coil used in the pulse generating unit is made from 2 mm diameter enamelled copper wire. Mouldable mastic (see details in chapter 4) is used to cast and wrap around the copper coil to protect the coil from being overheated by the hot metal alloys during operation. From the temperature measurement showed in Chapter 5, it indicated that there is no obvious joule heating generated from this smaller copper coil to influence the sample during solidification. Therefore the EMP device can be operated safely without the use of water to cool the coil as in many other PMO research apparatus (Fig. 7.2).

**Fig. 7.2.** The comparison of (a) the copper coil used in this research and (b) the hollow tube copper coil used for PMO experiments in other research

Fourthly, Glass tubes (quartz or borosilicate tubes) were used as the mould to contain to liquid alloys during casting while other researchers used ceramic or steel moulds. Quartz has very low electric conductivity compared to metals, therefore the induced currents generated inside the quartz tube
is very low and can be ignored as clearly showed in the simulation and modelling (Fig. 6.6 in Chapter 6). Consequently, the effects of the mould on the changes of solidification microstructures can be ignored. Compared to the ceramic or steel moulds coated with boron nitride coatings, quartz does not wet with the metal alloys, especially for Al based alloys, therefore coating is not needed, and basically there is no contamination to the alloy melt during melting and solidification. In addition, quartz has very low X-ray attenuation coefficient, ideal for being used as the mould to contain metal for doing in situ solidification research using X-ray.

Finally, EMP device uses very short pulse of ~0.5 ms duration each. Compared to the continuous electromagnetic stirrings or other methods reviewed in Chapter 2, it is a very energy efficient device, Chapter 5 demonstrated that, with the use of much less energy, it can achieve the similar results delivered by those very high energy consuming methods [47].

### 7.1.3 Advanced facility for in situ solidification research

The programmable capability allows very accurate pulse parameters to be used in the solidification experiments, and the synchronisation of the pulse parameters with other parameters and/or operation during the solidification experiments, such as the temperature of the melt, the withdrawal speed of the mould as detailed described in Chapter 5. Therefore, very accurate and detailed solidification experiments can be conducted using this device, especially it can be used in the Synchrotron X-ray beamlines to study in situ the evolution of solidification microstructures under different pulses in real time using radiography (similar to those explained in Chapter 3) and tomography techniques in the future.

The success of this device has led to the winning of 9 shifts (3 days) of synchrotron X-ray beam time from the beamline TOMCAT of PSI to study in situ the solidification microstructure evolution under pulse magnetic field
using X-ray tomography, and the experiment will be conducted in 10-13 June 2015.

Based on the advanced feature of this device, a beam time proposal was also submitted to DLS to apply further beam time for in situ solidification studies of different alloys under pulse electromagnetic field.

7.2 Validation of modeling versus experiment

For any simulation or modelling, it is very important to validate the simulated results against the experimental measurements to provide confidence on how accuracy the simulated results are. In this research the magnetic flux is the most important parameter for all experiments. Therefore comprehensive measurements (in Chapter 4) and simulation (in Chapter 6) were carried out. Here the comparison between the measured and simulated results is made for the purpose of validating the simulations.

The magnetic flux densities at different discharging voltages were measured using a Gauss meter as shown in Fig. 4.15 of Chapter 4. All measured magnetic flux densities have similar profiles with the Full Width at Half Maximum (FWHM) for all cases with duration of less than 1 ms (Fig. 4.15). The characteristics of the pulses are, of course, governed by Eq. 4.6. It clearly shows that as the discharging voltage increased from 40V to 200V, the measured magnetic flux density peaks increase linearly (Fig. 4.16).

Fig. 6.4a shows that all simulated magnetic flux densities are about 10-15% higher than the measured ones when the compensation coefficient C=1 is used. However, when C= 0.85 is used (Fig. 6.4b), the simulated profiles and peak values match the measured ones for all cases. This implies that there is 15% energy loss for the EMP device, most likely due to the joule heat generated when releasing the pulses. This also provide a systematic validation for the simulation, hence, all simulations relevant to the experiments are carried out using C= 0.85. In this way, all variables simulated in the pulse electromagnetic field, including the induced current,
Lorentz force and velocity field can be used with much confidence on helping to interpret the phenomena observed from the solidification experiments and the microstructural characterization.

7.3 Dendrite growth in a static magnetic field with PEC

The real-time image sequences presented in Chapter 3 (summarized in Table 3.3) allow the dendrite growth and fragmentation behaviour in a static magnetic field with the applications of different pulse electric currents to be understood more precisely as discussed in this section.

7.3.1 Dendrite fragmentation due to natural convection

Fig. 3.6 shows a dendrite tip is broke off, flowing up into the liquid zone under the bouncy force (without the application of a PEC). The difference in the solute ahead of the dendrite cause the dendrite to flow up as the dendrite is lighter than the solute around it. In this case, the dendrite tip detached from its branch is a self-fragmentation phenomenon, Similar phenomena were observed by Ruvalcaba [196] and they are common in solidification as observed and discussed by Liotti [67]. The dendrite was fragmented due to the solute liquid trapped around the root of the dendrite becomes enriched in copper as solidification proceeds, a solute-enrichment-driven remelting process at the root, and this is enhanced by the effect of natural convection. The dendrite root became small and finally detached. The dendrite flew up to the liquid zone by the buoyant force, due to the difference in density of the melt. This driven force was discussed by Mathiesen [99] during the in situ observation of Al-20%Cu alloy.

7.3.2 Enhanced melt flow due to PEC

The image sequence V2 shows that a dendrite tip fragmented from it’s own branch and flew up into the liquid zone again driven by buoyant force. However, the dendrite was showed to oscillate cyclically while flowing up. The cyclic movement happened when the PEC was applied (a current of 300
mA and 1 Hz since waveform), Fig. 3.9 shows the tracked path of the dendrite, and it followed the frequency of the PEC.

This is direct evidence that the fragmented dendrite experienced the cyclic Lorentz force delivered by the interaction between the sine wave current and the permanent magnetic field due to the magnet. In addition, the liquid surround the dendrite also experienced the Lorentz force and flew according to the frequency of the Lorentz force, similar to the movement of the fragmented dendrite. This further confirms that although the Lorentz force created in this case is very small (0.3 mN), it still can produce convection flow in the melt to move the melt and any nuclei and growing crystals in the melt as argued by Mazuruk [78].

7.3.3 Effects of PEC on dendrite in semisolid region

The images (V3-1 to V3-8 in Fig 3.11) show the directional growth of a series of parallel dendrites under the controlled temperature gradient. Firstly, the dendrites grew rapidly and the dendrite length increased quickly, then they slowed down and finally reached a near constant value (Fig. 3.12).

After the dendrites growth was stabilized, a PEC was applied a small dendrite tip was fragmented and flew up (see V3-10). The moving path of dendrite is shown in Fig. 3.15, moving up while cyclically in the horizontal direction as the 1 Hz Lorentz force is acting on the dendrite tip.

It is interested to see that the fragmented dendrite tip is from the dendrite that has a wider gap with its neighbouring dendrite. This space allows the vibration of the dendrite to be easily seen (Fig. 3.11). The simulation of Guo [197] showed that on the top of the dendrite front, melt flow circulation was strong, more easily causing interdendritic flow between the dendrites below, leading to more frequent breaking ups of dendrites. This video in this case gives a strong evidence in this aspect.
7.3.4 Effects of PEC on solid dendrite arrays

Fig. 3.17a and 3.19a show two image sequences where solid dendrites arrays were subject to the vibration of PEC. The whole dendrites vibrated and the movement were tracked and plotted in Fig. 3.17b and 3.19b. The plots show that the dendrites vibrated related to the frequency of the PEC applied. The movement of the dendrites followed the given frequency of PEC. Difference in PEC frequencies lead to different vibration movement. At low frequency (1 Hz) the dendrite shook with high amplitude (long distance), at high frequency (10 Hz) the dendrite vibrated in a short distance. Both image sequences show that the Lorentz force can “vibrate” the dendrites, but cannot break them.

The evidence gathered from the in situ experiment demonstrate that the Lorentz force generated from the PEC applied can move the liquid melt, and the crystals floating in the melt, enhance dendrite fragmentation in the semisolid region, and vibrate solid dendrite arrays. However the Lorentz force in this case is still not enough to break the solid dendrite arrays. So for bulk alloy samples much strong force is needed to have sufficient effect on the microstructure. The next sections discuss the experiments by using the EMP device to generate stronger force to alter the solidification microstructures.

7.4 Solidification microstructures in pulse magnetic field

7.4.1 Effects of EMP on dendrite growth

Fig 5.7a and 5.8 show the samples made without EMP treatment. The alloys were melted and then withdrawn out from the furnace with constant speed into the EMP coil, but the EMP was not applied. Clearly, long columnar dendritic microstructures were formed. However, the dendrites are not perfectly parallel to each other because the furnace is not perfectly designed for achieving directional solidification.
Then, experiments with EMP using discharging voltages of 40V, 80V and 120 V were conducted. As showed by modelling, the magnetic flux density is uniform through the alloy melt in horizontal direction, but concentrates in the middle of the alloys in vertical direction. Li [198] argued that the magnetic flux is in parallel with the growth of dendrites, therefore does not affect much on the growth of dendrites.

However, the interaction between the pulsed magnetic field and the inducted current generates Lorentz force pointing towards the centre of the melt [162]. As showed in the simulation, the induced current is concentrated along the edge of the melt, the Lorentz force is therefore also concentrate along the edge, decreasing exponentially towards the centre of the glass tube mould.

Fig. 5.9 shows that, using discharging voltage of 40 V, long columnar dendrites were formed, but the size of the main trunk is smaller compared to that without EMP. At 80V, a mixture of long columnar and some equiaxed (see Fig. 5.10) was presented. Finally at 120V (Fig. 5.11), equiaxed dendrites were presented in the whole volume.

It is obvious that the microstructure of the alloys changed from the columnar to equiaxed as the EMP discharge voltage increased from 40 to 120 V and the Lorentz force peak increased from 2.48 N to 21.5 N (Table 6.2) or 0.01 to 0.1 MPa. Clearly, more and more stronger force present in the central region of the liquid melt as the voltage increased, leading to the changes in the microstructure in the inner region as showed in the SEM images for the corresponding voltage cases (especially Fig. 5.9-11), Apparently, in the outer region of the sample, more smaller dendrites were found than in the inner region. As demonstrated in the cases of the in situ studies, the stronger force can break the dendrites or push the nuclei inwards from the mould surface during solidification, causing a complete homogenously refined grains in the case of 120 V.
Fig. 7.3. The strength of the Al-Cu alloy as function of temperature [199].

Fig. 7.3 shows the strength of the Al-Cu alloy as function of temperature [199]. The strength of the Al-15Cu is well below 0.1 MPa at the casting temperatures used in this research, indicating that the Lorentz forces due to EMP is enough to disturb and/or break any growing dendrites during solidification for all cases studied here. At higher discharging voltage, the higher Lorentz force can effectively push the growing grains to move from outer surface into the centre of melt, and Fig. 5.11 clearly shows this evidence where more refined grain were found in the central region.

The force also stirs the melt, flowing (as seen in Fig. 6.14) and conveying the nuclei or floating crystals into other region of the melt [72]. The crystals grow during floating with the liquid metal until it solidified so that the random orientated grains formed. The convection flow surround the dendrites also promote dendrite remelting, and if the flow is strongly
circulating in the bulk liquid, a uniform temperature distribution in liquid can be generated. This phenomenon will lead to the generation of nuclei uniformly distributed in the bulk liquid. All above help the formation of the equiaxed grain structures [200].

The effect of the pulse is confirmed by a dedicated experiment where the pulses were applied only onto the lower half of sample, but not apply to the upper half of the sample (Fig. 5.20). The results notably identified that the lower part of the sample has small dendrites while columnar dendrites are presented in the upper part of the sample because after the EMP stopped, the growing dendrites from the lower half continued to grow into columnar dendrites without interruption and any blocking.

### 7.4.2 Effects of EMP on the growth of intermetallic phases

Fig. 5.14 shows that, without EMP, the primary intermetallic phases (θ phases) formed long and unidirectional morphology. The θ phases were quite parallel to each other and grew against gravity. Moreover, the θ phases contain more Cu, and so the majority of them sink to the lower part of the sample as clearly seen in Fig. 5.14.

Fig. 5.15 shows that the primary θ phases became shorter with EMP applied. Most of the long θ phases changed to a shorter phase and exhibited a periodic pattern which is the result of the disruption caused by frequent pulses.

Magnetic flux actually uniformly distributed in the primary and eutectic phases. Zhu [201] studied and stated that the θ phases are forced to grow in the same direction in the high magnetic field (10 T) in order to decrease the magnetization energy. However, in this work, the magnetic flux density is lower than 10 T and in a pulsed form (a short time of magnetic field comparing with Zhu’s work), the θ phases were showed to be more affected by the pulsed force. Fig. 5.15 provides strong evidence that the θ phases
were disrupted during the growth and formed shorter periodical patterns as shown in Fig. 7.4.

![Image of Fig. 7.4 showing primary phases (Al$_2$Cu) with measured periodic distance between them.]

**Fig. 7.4.** The primary phases (Al$_2$Cu) with the measured periodic distance between them

It is very interesting to see that the majority of the primary phases showed in Fig. 7.4 exhibits the intermittent but periodic pattern because of the applied EMP, distance between each broken primary phases is around 38 µm and the big distance between the is ~ 60 or 140 µm. While the withdrawal speed of the quartz tube for the Al-35%Cu was 30 µm/s, and these evidences indicated that the growth of the θ phases were more likely disrupted and even broken when the pulsed Lorentz forces come around in every 1, 2 or 4 seconds, despite not all θ phases exhibited such as periodical patterns that resonate the frequency of the EMP applied. These may be due to either the applied force were still not strong enough to cause a complete disruption to the growth of all θ phases, or there were not enough free space for the growing θ phases to move away from their original direction of growth, and then finally be “seen” after solidified.

In summary, all results shown above clearly demonstrated that that the structure of alloys, including primary dendrites and primary phases are showed to be refined by the EMP applied. From the microstructures of alloys with and without EMP, the average size of primary dendrite trunk and
primary phase of intermetallic phases were measured and summarized in Fig. 7.5 as functions of the applied pulse voltages.

![Bar graph showing average size of primary dendrite trunk and θ phases as functions of EMP discharging voltage.]

**Fig. 7.5.** The histogram showing the relationship between the average sizes of the primary dendrite trunk (Al-15%Cu) and θ phases (Al-35%Cu) as functions of EMP discharging voltage.

### 7.4.3 Effects of EMP on the growth of eutectic phase and solute distribution

Fig. 5.12-13 and 5.16 show that the EMP can influence the eutectic colony. Clear solute diffusion zones appeared in almost all eutectic colonies of the samples treated by EMP. The magnetic field was found to make layer-pattern compounds formed at the interface as reported in [202]. This mainly caused by enhanced solute diffusion at atomic scale due to intensive magnetization by the magnetic field applied.
The solute diffusion coefficient \(D\) can be enhanced by the transition frequency of atoms \(\Gamma\) and resulting in the development of an enhanced solute diffusion zone [203] when the magnetic field is high enough. The relationship of the diffusion coefficient and transition frequency is:

\[
D = \alpha^2 \Pr \Gamma
\]  

(7.1)

where \(D\) is diffusion coefficient, \(\alpha\) is the transition distance of atoms, \(\Gamma\) is mean transition frequency, and \(\Pr\) is the probability of transition in the direction.

As seen from Fig. 5.13 and 5.16, the diffusion zone is formed near the edge of eutectic colonies. Cu is diamagnetic, while Al is paramagnetic materials. Hence when a magnetic field applied, in the diffusion layer, Cu atoms decreases but Al atoms increases [204], leading to the formation of such diffusion zones.

**7.5 The advantage of 3-D microstructure analysis**

Although the 2-D optical and SEM images can show the difference of the microstructures treated using different EMP parameters. However, the third dimension information is missing which is necessary for having a full 3-D microstructures in order to understand fully the true morphology of the structures.

Fig. 5.18 shows the reconstructed 3-D microstructures for Al-15Cu obtained using X-ray tomography. The 3-D information clearly illustrates the true morphology and the grain orientations. For the case without EMP (Fig. 5.18a), large and long dendrites (primary and secondary dendrites) grew vertically and formed a big dendrite network.
In the case of EMP applied (Fig. 5.18b), many shorter and equiaxed dendrites were found, using 3-D segmentation, those equiaxed dendrites can be easily separated to show their true 3-D morphology.

For the intermetallic phases in Al-35Cu, alloy, Fig. 5.21a shows that, without EMP, the primary phases are very long column grew in the direction against gravity. While with EMP, Fig. 5.21b shows that there are two forms of primary phases: i) vertically straight column and ii) honeycomb-shaped horizontal column (perpendicular to gravity). The straight column is in the centre of the sample while the horizontal column is near the edge of sample, clearly the vertical column is formed in the central region where the force has much less effect, but horizontal column is from the edge where strong Lorentz force change it growing direction from vertically to horizontally.

Here, the 3-D information clearly show the characteristics of the true microstructures formed under the conditions of without and with EMP, Which cannot be fully revealed by the 2-D microstructures showed by the optical microscope or SEM especially in the case of the eutectic morphology, and the 3-D information show the complex connection among each constituents in the eutectic colonies, impossible to understand using a 2-D image slice.

In addition, quantitative analysis of 3-D microstructure provides much more rich information and accuracy, for example, the volume fraction, grains or dendrite size and the orientation, etc.
Chapter 8: Conclusions and future works

8.1 Conclusions

Based on the comprehensive analyses made on the results obtained from the in situ solidification experiments using pulse electric current and pulse electromagnetic field, and the corresponding simulations of the variables and multiphysics in the pulse electromagnetic field, the primary conclusions of this thesis are:

- A novel electromagnetic pulse device and a solidification apparatus were designed, built and commissioned in this research. It can generate programmable electromagnetic pulses with tuneable amplitudes, durations and frequencies to suit different alloys and sample dimensions for solidification research at university laboratory and at synchrotron X-ray beamlines. The success of this development has led to the winning of 9 shifts beam time at TOMCAT of PSI for in situ tomography studies of the evolution of solidification microstructure under pulse electromagnetic field. The planned experiment will be carried out in 10-13 June 2015.

- The results from the in situ with pulse electric current plus a static magnetic field experiments have revealed that Lorentz force as small as 0.3 mN can still influence the alloy melt and the floating dendrites, and even can create an enhanced melt flow in the semisolid temperature region to promote the fragmentation of dendrites. However the force is not sufficient enough to have sensible effect on the solid dendrite arrays when the liquid melt is in much small percentage.

- Systematic studies made using the novel pulse electromagnetic device have demonstrated that at a discharging voltage above 120 V, a complete equaxied dendritic structure can be achieved for Al-15Cu alloy samples, the strong Lorentz force not only disrupt the growing directions
of primary dendrites, it is also sufficient enough to disrupt the growing directions of primary intermetallic Al₂Cu phases in the Al-35Cu alloys, resulting a refined microstructures. The applied electromagnetic fields also have significant effects on refining the eutectic structures and promoting the solute diffusion across the eutectic laminar structure. The research has demonstrated that the pulse electromagnetic field is a promising green technology for metal manufacture industry.

- The multiphysics simulation of the pulse electromagnetic field and the corresponding measurements have revealed that the designed device has an energy conversion efficiency of 85%, i.e 85% of the input energy can be converted into electromagnetic energy to act on the samples. Measurements and simulations also show that the Lorentz force and magnetic flux are the dominant parameters for achieving the grain refinement and enhancing the solute diffusion.

- The 3-D microstructures obtained by X-ray tomography technique shows much rich information than using 2-D techniques, and the true 3-D microstructure and morphologies of the samples treated with and without EMP have been clearly revealed by the 3-D dataset, further demonstrating more quantitatively how the applied pulse electromagnetic field change the solidification microstructures.

8.2 Future works

- It will be valuable to study other alloy systems using the developed pulse electromagnetic field device, especially for those having different electric conductivity compared to Al and Cu, such as Ni or Ti. The differences due to the alloy systems will be then quantified.

- In situ tomography experiment will give direct observation and evidence on how the pulse forces act on the growing phases to clarify the basic physics of how the growing phases are disrupted, and allow more practical approaches to be implemented in the future. Such experiment is scheduled at beamline TOMCAT of PSI in 10 -13 June 2015.
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Appendix 1.

*Table A. 1. The components used in EMP.*

<table>
<thead>
<tr>
<th>Unit</th>
<th>Component</th>
<th>Component photo and model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The charging unit</strong></td>
<td>Microswitch</td>
<td><img src="image" alt="Microswitch with Lever" /></td>
</tr>
<tr>
<td><strong>The charging unit</strong></td>
<td>Single Pole Double Throw (SPDT) Relay</td>
<td><img src="image" alt="Relay" /></td>
</tr>
<tr>
<td><strong>The charging unit</strong></td>
<td>Solid state relay</td>
<td><img src="image" alt="Solid state relay" /></td>
</tr>
<tr>
<td><strong>The charging unit</strong></td>
<td></td>
<td><img src="image" alt="Solid state relay" /></td>
</tr>
<tr>
<td><strong>The charging unit</strong></td>
<td></td>
<td><img src="image" alt="Solid state relay" /></td>
</tr>
<tr>
<td><strong>Single Pole Double Throw (SPDT) Relay</strong></td>
<td><strong>15A/12Vdc SPDT Miniature Relay</strong></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td><strong>Cooling Fan</strong></td>
<td><strong>120mm Black PC Case Fan</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Emergency switch</strong></td>
<td><strong>APEM A01ES+A0154B Switch, Emergency DPST</strong></td>
<td></td>
</tr>
<tr>
<td><strong>The pulse generating unit</strong></td>
<td><strong>Connector</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Neutrik Speakon : Series 2 Pole Speakon Connector</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix 2. Manufacturing and calculating for Furnace

To manufacture the furnace, there are 4 steps as follows:

Step 1: to find out the total power of the furnace

\[ \text{Area}_{in} = \pi h_n d_n \]  \hspace{1cm} (A-1)

Where \( \text{Area}_{in} \) the surface area of inner furnace, \( h_n \) is height of heating zone, \( d_n \) is diameter of heating zone. Thus, total power for the heating needs is

\[ P_{total} = P' \times \text{Area}_{in} \]  \hspace{1cm} (A-2)

Step 2: calculate the diameter of heating element: \( D_{em} \)

\[ D_{em} = 34.4 \times \sqrt[3]{\frac{P^2 \times \rho_t}{V_h^2 \times v_{per}}} \]  \hspace{1cm} (A-3)

Where \( P \) is power of heating element (kw), \( V_h \) is voltage of heating element, \( v_{per} \) is permitted power load on surface (Watt/cm\(^2\)) and \( \rho_t \) is resistivity of heating element at designed temperature.

Length of heating element: \( L_{em} \)

\[ L_{em} = \frac{V_h^2 \times \text{area}_{cross}}{10^3 \times P \times \rho_t} \]  \hspace{1cm} (A-4)

Where \( \text{area}_{cross} \) is the area cross section of heating element

Step 3: length of the helical coil

\( L_{he} \) is total length of helical coil, \( D_{he} \) is diameter of helical coil.

Step 4: verify the dimension of heating element

\[ v_{effective} = \frac{10^3 \times P}{\pi D_{em} \times L_{em}} \leq v_{per} \]  \hspace{1cm} (A-5)