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Abstract

It is a purpose of this thesis to present numerical results on the inward solidification of spheres and (horizontal) cylinders filled with liquid which is initially at a temperature above the fusion temperature. The changes in density within the liquid, due to temperature variations, induce a liquid motion by natural convection. There is a non-uniform heat transfer from the liquid to the solid phase producing a non-symmetrical inward moving solidification interface in the shape of a limaçon of Pascal. The degree of distortion in the front is dependent on the size of the (initial) Rayleigh number of the natural convective flow. Small time perturbation expansions are employed to calculate the thermal fields in both the liquid and solid phases, to obtain the stream function for the convective motion and to locate the non-uniform solidification front. Numerical results are presented graphically for both the sphere and the cylinder.

Another purpose of this thesis is to investigate the flow profiles of a granular material in a hopper. A simplified approximate analysis is presented for the transient flow. The equations governing the motion of the material in a two-dimensional hopper are solved and the results obtained are compared with those for the steady state flow. The use of this transient model in conjunction with experimental observation will be of use in practical applications.
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Nomenclature

For the Solidification Problem:

- \( a \) radius of sphere or cylinder
- \( A, B \) constants of integration
- \( C_P \) specific heat
- \( C(r,t) = 0 \) equation of the interface
- \( D_r^2, H_r^n, L_r \) operators
- \( E \) interface variable defined by (2.2.19)
- \( F \) body force per unit mass
- \( G \) gravitational vector
- \( k \) thermal diffusivity
- \( K \) thermal conductivity
- \( L \) latent heat of fusion
- \( P \) pressure
- \( P_n \) particular integral
- \( Pr \) Prandtl number defined by (2.2.10)
- \( q \) variable for numerical computation
- \( r \) radial position
- \( R \) dimensionless radial position
- \( Ra \) Rayleigh number defined by (2.2.10)
- \( t \) time
- \( T \) temperature distribution
- \( v \) velocity of the liquid
- \( V \) dimensionless velocity of the liquid
- \( \text{vol}(\Omega) \) volume of liquid as a function of time
- \( x \) independent variable
- \( y \) dependent variable
Greek Letters

\( \alpha \): coefficient of cubical expansion
\( \theta \): Stefan number defined on page 7
\( \gamma \): thermal head defined on page 27
\( \Theta \): polar angle

Superscripts

* : liquid property
- : single bar system
= : double bar system

Subscripts

1 : initial condition
0 : surface condition at \( r = a \)
F : fusion.
n : \( n^{th} \) order perturbation function
c : complete solidification
For the Granular Flow Problem:

\( g \)  \hspace{2cm} \text{gravitational constant}

\( h \)  \hspace{2cm} \text{height of the material at any time}

\( k \)  \hspace{2cm} \text{constant defined by (5.2.3)}

\( M \)  \hspace{2cm} \text{constant defined by (6.2.15)}

\( r \)  \hspace{2cm} \text{radial position}

\( r_1 \)  \hspace{2cm} \text{radial distance of orifice from 0}

\( r_2 \)  \hspace{2cm} \text{radial distance of initial height from 0}

\( t \)  \hspace{2cm} \text{time}

\( u \)  \hspace{2cm} \text{velocity of material (radial)}

\( u_T \)  \hspace{2cm} \text{terminal velocity}

\( \alpha, \beta, \gamma \)  \hspace{2cm} \text{constants}

\( \delta \)  \hspace{2cm} \text{constant defined by (5.2.5)}

\( \theta \)  \hspace{2cm} \text{angle of friction between wall and material}

\( \epsilon \)  \hspace{2cm} \text{perturbation parameter}

\( \phi \)  \hspace{2cm} \text{polar angle}

\( \sigma \)  \hspace{2cm} \text{stress}

\( \theta_3 \)  \hspace{2cm} \text{angle of inclination of sloping wall}

\( \phi \)  \hspace{2cm} \text{angle of internal friction}

\( \cdot \)  \hspace{2cm} \text{dimensional property}
Chapter 1

Moving Interface Problems With Change of Phase
1.1 General Introduction

Moving interface or moving boundary problems are encountered in many scientific, industrial and engineering problems. The general formulation of the moving boundary problem can be considered as follows. Two substances are separated by a surface and diffusion from one substance to the other takes place. This diffusion process may cause changes which create the formulation or dematerialization of matter at the interface in one, or both of the substances. The interface is thus seen to move relative to one, or both of these substances. This problem is commonly referred to as a Stefan problem of which there are at least two categories; those involving the diffusion of a substance and those involving the transfer of heat in the substance. Within the first category there falls, for example, the diffusion of oxygen into muscle when the oxygen combines with lactic acid. The absorption or diffusion of certain dyes into material fabric is of interest to the textile industry, whilst the effect of the diffusion of carbon during the melting of iron interests the steel industry. Other moving boundary problems which are concerned with diffusion involve the back-diffusion of a chemical solution into the remaining solution when evaporation occurs at the free surface. The rate at which a layer of soil or clay consolidates and increases in thickness is of interest to geologists, and in chemistry there arises the problem which is concerned with the diffusion-controlled growth of a new phase such as a crystal in solution.

It is, however, with the second category of heat transfer problems that there can arise the additional problem of change of phase. A fundamental feature of a phase-change problem is the moving interface which exists between the two phases of the substance. These phases,
which have different thermophysical properties, are separated by the
 transient interface across which latent heat is either liberated or
 absorbed. It is this transfer of thermal energy which introduces a
 non-linear phase-change process at the interface. As a consequence, the
 number of exact solutions known to the problem is restricted.

 In 1860 Franz Neumann found the first and probably the only exact
 solution. He considered a substance of constant temperature which
 occupied the half-space \( x > 0 \) and was subjected to a predescribed
 temperature at the boundary \( x = 0 \). The solution which Neumann obtained
 was characterized by a similarity variable \( x / \sqrt{t} \). Nevertheless, it was
 not until 1891 that this type of problem was called a 'Stefan' problem,
 due to Stefan's classical investigation into the thickness of polar ice.
 The results Stefan obtained, or the method by which he achieved them,
 could be applied to a wide range of other phenomena in earth science.
 In particular, investigations have been made into the freezing and
 thawing of expanses of water, the solidification of lava streams and the
 ablation of glaciers.

 Phase-change or Stefan problems are still of great practical
 importance in the present day, although this interest originates from
 a more commercial aspect. For instance, studies have been made for
 the steel industry into the solidification of steel ingots. The
 position of the solid-liquid interface was investigated since its
 profile during solidification can be of great interest in relation to
 the quality of the end product. Changing the shape of the ingot moulds
 can make considerable changes to this solidification process and this
 too has been studied.

 Another area of interest created by phase-change problems is the
 latent heat of fusion storage devices. In this type of problem the
need to know the position of the interface is again important, as are
the heat transfer characteristics of the phase-change material. This
subject has received much recent attention and there have been several
papers published on both theoretical and experimental studies.

Indeed, the Stefan problem has been the subject of a great deal of
theoretical investigations. Of course constructing a mathematical
model for such a problem can be extremely complicated and hence many
things may be over-simplified. In particular, the consideration of the
density changes in the material and the formation of dendrites is complex.
Such complications will be discussed in a later section.

There have been many solutions presented, each using a method of
differing complexity. These methods can be classified under the following
headings: exact analytical, semi-analytical, integral, perturbation,
numerical and other methods.

It is, perhaps at this point, worth presenting Neumann's one
dimensional model and solution as generalised by Carslaw and Jaeger [1].
The semi-infinite region $x > 0$ contains a liquid at a temperature $T_L$ which
is above the fusion temperature $T_F$. At time $t=0$ the temperature at the
boundary $x=0$ is instantaneously reduced to below the fusion temperature.
This results in the liquid immediately adjacent to the boundary
solidifying and hence, a solid-liquid interface moves into the liquid.
The temperature is assumed to be the only independent variable and the
solid and liquid regions are considered separately. The position of the
interface at any time is given by $x = E(t)$. And so, the heat conduction
equation for the solid is,

$$
\frac{\partial T}{\partial x^2} = \frac{1}{k} \frac{\partial T}{\partial t}, \quad 0 < t < t_c
$$

(1.1.1)
and for the liquid,
\[
\frac{\partial^2 T^*}{\partial x^2} = \frac{1}{k^*} \frac{\partial T^*}{\partial t}, \quad 0 < t \leq t_c \tag{1.1.2}
\]

The boundary conditions to be imposed are,
\[
T = T_o \quad (< T_f), \quad x = 0, \quad t > 0 \tag{1.1.3}
\]
\[
T^* = T_f \quad \text{as} \quad x \to \infty, \quad t > 0 \tag{1.1.4}
\]

and the initial conditions are,
\[
T = T_o = T^* \quad \text{at} \quad t = 0 \quad \text{with} \quad E(0) = 0 \tag{1.1.5}
\]

The latent heat condition is,
\[
K \frac{\partial T^*}{\partial x} - k^* \frac{\partial T^*}{\partial x} = \rho h \frac{dE}{dt}; \quad \text{on} \quad x = E(t) \tag{1.1.6}
\]

and also at the interface,
\[
T = T^* = 0 \quad \text{on} \quad x = E(t), \quad t > 0 \tag{1.1.7}
\]

The exact solutions are found to be,
\[
E(t) = 2 \lambda \sqrt{kt} \tag{1.1.8}
\]
\[ T = T_0 \left\{ 1 - \frac{\text{erf} \left[ \frac{x}{2 \sqrt{(Rt)}^k} \right]}{\text{erf} \left[ \frac{x}{\lambda} \right]} \right\} \tag{1.1.9} \]

and

\[ T^* = T_F \left\{ 1 - \frac{\text{erf} \left[ \frac{x}{2 \sqrt{(Rt)}^k} \right]}{\text{erf} \left[ \frac{\lambda k}{\sqrt{k^*}} \right]} \right\} \tag{1.1.10} \]

where \( \lambda \) is a root of the transcendental equation,

\[ \frac{e^{-x^2}}{\text{erf} \lambda} + \frac{k^* T_F}{K T_0} \sqrt{\frac{k}{k^*}} \frac{e^{-x^2 k^*/k^*}}{2 \text{erf} \left( \lambda \sqrt{\frac{k}{k^*}} \right)} + \frac{\lambda L \pi}{C_p T_0} = 0 \tag{1.1.11} \]

In the above a ♦ denotes a liquid property, \( k \) the thermal diffusivity, \( K \) the thermal conductivity, \( L \) the latent heat and \( C_p \) the specific heat. The time taken until solidification is complete is \( t_c \).

1.2 A Review of Literature on Solidification Problems with Free Convection Ignored.

An aim of this thesis is to investigate the inward solidification of a liquid, not necessarily at fusion temperature, which is contained in a sphere or a cylinder. This study was motivated by problems on ingot solidification emanating from the British Steel Corporation.

Before this investigation proceeds, however, it is worthwhile making a survey of the literature already available on and connected with this subject. The majority of these papers make the following assumptions:

1. the initial temperature of the liquid is the fusion temperature;
2. there exists a definite fusion temperature at which
solidification occurs and hence there exists a demarcation line or interface;

(3) all the thermal and transport properties of the system are independent of the temperature;

(4) the density changes at the change of phase and elsewhere in the solidification process are ignored.

Poots [2] investigated the solidification of a liquid at fusion temperature in several different shaped containers using heat balance techniques. Assumptions were made as to the temperature distribution and the shape of the interface. Then employing the Kármán-Pohlhausen technique, he was able to find small time solutions.

Goodman [3] also presented the solutions to several problems using a heat balance integral. He found that these results compared favourably with Neumann's exact solution for large values of the Stefan number

$$\beta = \frac{L}{C_p(T_m - T_0)}$$

- the ratio of the latent heat to the sensible heat of the substance.

It should be noted that for $\beta = 0.25$ (steel) the error in Goodman's method is approximately 30%.

In 1967 Tao [4] published his generalized numerical solutions for the freezing of a liquid in a cylinder or sphere. Assuming the convective heat transfer coefficients to be constant, as is the heat capacity of the solid phase, Tao used differences to solve the set of coupled differential equations. The solution was then obtained using an iterative procedure.

Pedroso and Domoto [5] used a perturbation expansion for large Stefan number for the solidification of the sphere. They showed that the total time for solidification, that is as $E \to 1$, is given by
which was obtained for two terms only. However, it was found that near to total solidification the regular perturbation series diverged. And so, an Euler Transformation together with an overall energy balance was employed to modify the series solution. Huang and Shih [6] applied Landau's Transformation to immobilize the moving boundary and, replacing the time variable by the normalized position of the moving interface, they too introduced a perturbation expansion to solve the solidification problem for the sphere and the cylinder.

Riley, Smith and Poots [7] investigated the sphere and the cylinder using the method of matched asymptotic expansions for large $\Theta$. They used a two layer analysis. Using Pedroso and Domoto's solution as their outer region, they found that an inner layer $O(\Theta^4)$ was required. The results obtained for small $\Theta$ - the depth of solidification - were found to compare well with the small time solutions of Poots. The total time for solidification of the sphere was found to be,

$$t_c = \frac{1}{6} + \frac{1}{6\Theta} - \frac{1}{3(2\pi)^4} \Theta^3 + O\left(\frac{1}{\Theta^3}\right)$$  \hspace{1cm} (1.2.2)

and for the cylinder,

$$t_c = \frac{1}{4} + \frac{1}{4\Theta} + O\left(\frac{1}{\Theta^2}\right)$$  \hspace{1cm} (1.2.3)

Nevertheless, Stewartson and Waechter [8] showed that even this second region analysis breaks down just before the centre solidifies, that is, at time
Whilst studying the problem for the sphere, they introduced yet another region and thus employed a triple-region procedure. Although the resulting analysis was very complex, Stewartson and Waechter were able to obtain the temperature profile in the neighbourhood of the region near to the time of total solidification. This was a major contribution to this field of study. More recently (1980), Soward [9] developed a simpler method and was able to solve this problem for the cylinder as well as the sphere. Essentially Soward's method ameliorates the procedures used by Riley et al. and, although the results had been previously obtained, clarified the nature of the solution in various domains.

Hill and Kucera [10], using a semi-analytical procedure, considered the freezing of a liquid inside a sphere. In their analysis they included the effect of radiation at the surface and, by use of an integral formulation, they were able to show that the time for complete solidification lay between the bounds,

\[
\frac{(1 + 2\alpha)}{6} \beta \leq t_c \leq \frac{(1 + 2\alpha)(1 + \beta)}{6}
\]

(1.2.5)

where \(\alpha\) is defined by \(\alpha = \frac{k}{\rho c}\). If the radiation at the surface is ignored, that is \(\alpha = 0\), it can be seen that the upper bound agrees well with the solution obtained by Pedroso and Domoto.

Furzeland [11] has made a comprehensive and excellent survey of numerical techniques which have been used to solve one dimensional moving boundary or Stefan problems. In this paper, Furzeland compared several viable methods and examined each one for efficiency and accuracy.
and, in particular, the ease with which the method could be generalized to more than one dimension. More recently Schulze et al. [12] developed analytical and numerical solutions to two-dimensional moving interface problems. Although these solutions were applicable to the solidification of steel ingots in the steel industry, the studies made on small time expansions are of interest in the analysis of this thesis.

1.3 A Review of Literature on Solidification Problems with Free Convection

Until now, all the papers considered have approached the phase-change problem classically. That is, the effects of natural convection within the liquid fluid have been ignored and the problem has been treated as one of pure conduction. This means that the interface can be treated as axisymmetrical. One of the reasons for this neglect is that the analysis determining the position of the interface and the heat transfer would be greatly complicated by the inclusion of the convection. But in reality assumption (1) is rarely achieved and the initial temperature of the liquid is usually greater than its fusion temperature. Although initially solidification will occur solely in a conduction mode, appreciable temperature gradients will exist in the liquid adjacent to the interface and these temperature differences will produce density variations. It is these variations which result in the introduction of buoyancy forces which then induce conductive motion in the liquid. This will lead to the non-uniform convection of the liquid sensible heat across the interface which, as a consequence, becomes non-symmetrical in shape.

There have been many studies made to see how important this convection is during solidification and melting. As with the earlier pure conduction models, the solutions to these studies can be divided into three groups: analytical, experimental and numerical. However, it seems that there
have not been many analytical solutions obtained and this is probably
due to the previously described complication.

In an early investigation Sparrow et al. [13] discussed the effects
of natural convection on the rate of melting and heat transfer. They
studied a melted region around a vertically heated cylinder embedded in
a solid which was at its fusion temperature. Using an implicit finite-
difference scheme to find the position of the interface as time progressed,
these authors concluded that the addition of convection does indeed have
a noticeable effect. In this investigation, as in many others, it was
assumed that the Stefan number was large so that the melting front
moved slowly. This assumption permitted a quasi-steady approximation to
be made for the convective motion.

Sparrow et al. [14] investigated experimentally the effects of
natural convection on the outward freezing from a cooled vertical
cylinder. A theoretical model based on empirical heat transfer coefficients
at the interface gave good agreement with experiment. A numerical study
of the transient effects of solidification accompanied by natural
convection in a rectangular enclosure has been considered by
Ramachandran et al. [15]. The quasi-steady approximations of Sparrow et
al. [13] were again invoked and results were presented for large Stefan
number and moderate Rayleigh number of order $10^3$.

Yao and Chen [16] used a regular perturbation solution to show that,
although conduction was initially the dominant heat transfer mode, the
natural convection had an increasing effect during the melting process.

Gartling [17] used a finite element scheme to effect a method
which could be used in a two-dimensional region of arbitrary shape. And
in a later paper, Morgan [18], retaining the generality of this work,
employed an explicit finite element technique to solve the same equations.
Morgan used this method to investigate the effects of convection during the process of melting and solidification in a cylindrical cavity. The results obtained for a solidifying substance were shown to agree qualitatively with experimental observations.

Problems of latent heat thermal energy storage in a horizontal cylindrical capsule involving large Rayleigh number - large diameters - were studied by Saitoh and Hirose [19]. Using a Landau transformation and an explicit finite difference scheme, these authors also concluded that the effect of natural convection played an important role.

Recently Gadgil and Gobin [20] and Ho and Viskanta [21] have explored the effects of natural convection on the thermal storage of phase-change material in a rectangular enclosure. Heat transfer during the inward melting in a horizontal tube has also been investigated theoretically and experimentally by Ho and Viskanta [22]. They found good agreement between the results obtained from these two methods. In Viskanta and Gau [23], experimental and theoretical work has established that for the inward solidification of a superheated liquid in a horizontal circular tube, the effect of natural convection is important for large Stefan number. The theoretical work was based on the quasi-steady approximation and on the assumption of an empirical heat transfer coefficient at the solid-liquid interface as proposed by Sparrow et al., see [13] and [14] respectively.

Further complications which arise in both the melting and solidification problem with, or without, convection originate from assumption (2), the existence of a definite fusion temperature. Unfortunately, not all substances, particularly in engineering practice, have this definite fusion temperature at which solidification occurs and which gives rise to a distinct demarcation line, or solid-
liquid interface, between the two phases. Instead solidification occurs over a temperature range and, of course, there is no discernable interface. Such amorphous substances - glass, wax and plastics being examples - change from a solid state to a liquid state by a continual absorption of heat and pass through decreasingly viscous stages. Similarly to an amorphous substance, alloys often have an ill-defined interface between the two phases and during the change of phase, the solidification or melting process is determined by the combination of its constituents. Generally fusion, which in this case is a vague concept anyway, is a gradual process.

Another problem which complicates the determination of the interface is that of dendritic freezing. It might be thought that an eutectic substance - a substance composed of a mixture of constituents so as to solidify at a single temperature - would produce a well defined interface. But, in practice (such as the steel industry), this is not so. For example, when steel solidifies, and particularly if the rate of solidification is slow, an instability is created at the interface. This can lead to the formation of dendrites, branching crystalline structures, from the solidus into the liquidus. From these primary dendrites, secondary dendrites evolve and, in turn, tertiary but smaller dendrites are formed. It is the 'mushy' region which is formed by these dendrites between the solid and liquid regions which creates a complex heat transfer structure.

Another consequence of these dendrites during, for example, the solidification of steel is the build up of impurities. These are caused by the more rapid solidification of the purer metal constituents which allow the impure constituents to form into a dense layer in the liquid region. This action is known as segregation and can alter the quantity of steel produced. (see Schulze [24])
The last assumption made - the neglection of changes in density at the change of phase - is also open to discussion. Volume increases or decreases which occur at the change of phase affect the magnitude of the heat transfer regions. Density changes at the interface together with the variations in the physical properties with the temperature, affect the propagation of heat in the liquid and solid phases.

Carslaw and Jaeger considered the effect of the change of density on solidification and presented an analytical solution. The heat conduction equation for the liquid region now becomes,

\[
\frac{\partial^2 T^*}{\partial x^2} = \frac{1}{k^*} \left\{ \frac{\partial T^*}{\partial t} + u^* \frac{\partial T^*}{\partial x} \right\} \tag{1.3.1}
\]

where the velocity of the liquid along the x-axis is given by,

\[
u^* = - \left\{ \frac{\rho^* - 1}{\rho^*} \right\} \frac{dE}{dt} \tag{1.3.2}
\]

The solution for the solid region is,

\[
T = T_0 \left\{ 1 - \frac{erfc \left[ \frac{x}{2(k^*)^2} \right]}{erfc \left[ \frac{\lambda(\rho - \rho^*)k}{\rho^* k^*} \right]} \right\} \tag{1.3.3}
\]

which is the same as equation (1.1.9). However the solution for the liquid region is now,

\[
T^* = T_0 \left\{ 1 - \frac{erfc \left[ \frac{x}{2(k^*)^2} + \frac{\lambda(\rho - \rho^*)k}{\rho^* k^*} \right]}{erfc \left[ \frac{\lambda(\rho - \rho^*)k}{\rho^* k^*} \right]} \right\} \tag{1.3.4}
\]
and, in this case, \( \lambda \) is a root of the transcendental equation,

\[
\frac{e^{\lambda x} + K^xT_r}{Kx T_0 R^x} \left( \frac{e^{-\lambda x R^x}}{x R^x} \right)^2 + \frac{L\sqrt{\pi \lambda}}{T_0 C_p} = 0
\]

(1.3.5)

Obviously if the densities of the two phases are the same, then \( p = p_r \) and these solutions reduce to (1.1.10) and (1.1.11).

Tao [25] also considered the problem of solidification which included the density jump at the transient interface. But by employing an appropriate transformation of variables in time and space as well as material constants, he was able to convert the problem to one which had equal densities in both phases. This reduced problem, which is now a classical free-boundary problem, was designated as the associated problem.

A description of the physical situation which is created by the effects of natural convection during solidification in a liquid sphere or a liquid cylinder is now given. The changes in the densities, due to the temperature variations inducing motion in the liquid, mean that the rate of heat transfer across the interface will be greater at the north pole of the container than it will be at the south pole. Since the rate of increase in the solidification is dependent on the difference in the heat flux between the two phases at the interface, the solidification front would be expected to move towards the centre at a faster rate at the south pole than at the north. Consequently the front will initially move inwards symmetrically, but will soon evolve into the shape of a limacon of Pascal, and thus it would become non-symmetrical about the centre.

In Chapter 2 the effects of the natural convection during solidification in a sphere is investigated. The equations governing the thermal fields in the two phases, the equation governing the liquid motion and the latent
heat condition at the interface together with their boundary conditions are derived. Small time expansions of the coupled partial differential equations are then developed. These perturbation expansions, which represent the temperature distributions and the interfacial position, proceed in powers of $\tau^k$ and the first six terms up to (and including) $\tau^6$ are obtained. The resulting system of ordinary (linear) differential equations and the interface condition are solved numerically in Chapter 4. These results are then used to locate the position of the interface, calculate the temperature distributions in both phases, the velocity distributions, the streamlines and the Nusselt numbers. Solutions for different parameters, the thermal head (which is proportional to the difference between the initial temperature of the liquid and its fusion temperature), the Stefan, Rayleigh and Prandtl numbers are then computed and displayed graphically.

In Chapter 3 the equations which describe the effects that the natural convection has during the inward solidification of a cylinder are derived.

Such results may be useful in helping to complete our understanding of the effects of natural convection during the solidification or melting of metal and alloy systems, see Chiesa and Guthrie [26] and Schulze [24]. They are also relevant to the study of heat transfer in latent heat of fusion energy storage systems.
Chapter 2

The Effects of Natural Convection During Solidification in a Liquid Sphere
2.1 The Derivation of the Governing Equations

In the derivation of the equations governing the heat and mass transfer in a liquid undergoing the process of change of phase, certain assumptions from previous theoretical works are to be retained. These are:

1. there exists a definite fusion temperature at which solidification occurs and thus a sharp demarcation line between the two phases;
2. all thermal and transport properties are independent of the temperature;
3. the density changes at the change of phase and elsewhere in the solidification process are ignored except in the calculation of the gravitational buoyancy force in the liquid phase.

The above form the starting point in the construction of mathematical models for solidification and melting, see [20] to [23]. Essentially it is assumed that there is no volume change on change of phase. Moreover, it is implied that the liquid velocity along the normal to the interface, which is induced by the change of density at change of phase, is also negligible. These assumptions have been substantiated experimentally by Sparrow et al. [29]. However, for any specified material it is a simple matter to compare, for example, the size of the velocities induced by the density jump at the moving boundary with that representative of the natural convective flow, and so establish the validity of the approximations which have been made, see Tao [25].

The physical situation to be examined is illustrated in figure 1.
Initially a sphere of radius $a$ is filled with a liquid at a constant temperature $T_1$, which is above its fusion temperature $T_F$. At time $t = 0$ the temperature at the surface $r = a$ is instantaneously reduced to a temperature $T_0$ which is below the fusion temperature. This causes the liquid adjacent to the surface to emit latent heat and solidify. The surface temperature $T_0$ is maintained and, as time progresses, the solid-liquid interface moves towards the centre. The interface will be symmetrical about the azimuthal angle and its radial position is represented by
\[ C(\tau, t) = \tau - \tau_l(\mu, t) \quad , \quad \mu = \cos \Theta \]  

The transient governing equations for the solid and liquid, subject to the previous assumptions, together with their corresponding boundary and initial conditions are as follows.

In the solid region the equation of heat conduction is,

\[ k \left\{ \frac{l \, \partial}{r \, \partial r} \left[ \frac{r^2 \, \partial T}{\partial r} \right] + \frac{l \, \partial}{r \, \partial \mu} \left[ (1 - \mu^2) \, \frac{\partial T}{\partial \mu} \right] \right\} = \frac{\partial T}{\partial t} \]  

(2.1.2)

where the temperature distribution is described by \( T(r, \mu, t) \) and \( k \) is the thermal diffusivity in the solid. This equation is subject to the boundary conditions,

\[ T(a, \mu, t) = T_0 \]

and

\[ T(\tau_0(\mu, t), \mu, t) = T_0 \]  

(2.1.3)

In the liquid region the Boussinesq approximation is now invoked on the equations of motion and heat. This approximation is based on the assumption that the properties of the molecules in the liquid may be considered constant and that the variations in the density field are important only in the calculation of the buoyancy force term in the equation of motion. Under these conditions, and assuming that the temperature and velocity distributions in the liquid are given by \( T(\tau, \mu, t) \) and \( v(\nu, \mu) \) respectively (where \( \mu = \cos \Theta \)), the equations of energy, continuity and momentum can be written as:
the thermal energy equation,

\[
\begin{align*}
\kappa^* \left\{ \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T^*}{\partial r} \right) + \frac{1}{r^2} \frac{\partial}{\partial \mu} \left[ (1-\mu^2) \frac{\partial T^*}{\partial \mu} \right] \right\} &= \frac{\partial T^*}{\partial t} + v_r \frac{\partial T^*}{\partial r} - \frac{(1-\mu^2)}{r} \frac{\partial T^*}{\partial \mu} \cdot v_\mu \\
\end{align*}
\]

where \( \kappa^* \) is the thermal diffusivity in the liquid.

The equation of continuity is,

\[
\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 v_r \right) - \frac{1}{r} \frac{\partial}{\partial \mu} \left[ (1-\mu^2) v_\mu \right] = 0
\]

and the momentum or Navier-Stokes equation is,

\[
\begin{align*}
\rho^* \left\{ \frac{\partial v}{\partial t} - v \times (\nabla \times v) \right\} - \rho^* \mathbf{F} &= - \nabla (p + \frac{1}{2} \rho^* v^2) - \nabla \cdot \left[ \nabla \times \nabla \times v \right] \\
\end{align*}
\]

where \( p \) is the pressure, \( \nu^* \) the kinematic viscosity and \( \rho^* \) the density of the fluid. The temperature distribution \( T^*(r,\mu,t) \) and the velocity \( v \) are determined by the coupled non-linear partial differential equations. The vector \( \mathbf{F} \) in equation (2.1.6) is the external force due to gravity and is given by

\[
\mathbf{F} = (-g\mu, g(1-\mu^2)\mathbf{\epsilon}, 0)
\]

The equation of state is,

\[
\rho^* = \rho_F^* \left[ 1 - \alpha(T - T_F) \right]
\]

where \( \rho_F^* \) is the density of the liquid at fusion temperature and \( \alpha \)
is the coefficient of cubical expansion. Substitution of the equations (2.1.7) and (2.1.8) into (2.1.6) and then taking the curl of this equation gives,
\[
\nabla \times \frac{\partial \mathbf{v}}{\partial t} - \nabla \times \left[ \nabla \times (\nabla \times \mathbf{v}) \right] = -\mathbf{v} \cdot \nabla \nabla \mathbf{v} + \nabla \times \left\{ \left[ 1 - \alpha (T - T_r) \right] \mathbf{F} \right\}
\]
(2.1.9)

The pressure term has now been eliminated.

Examination of equation (2.1.5) reveals that the stream function \( \psi (r, \mu, t) \) can be introduced such that,
\[
\nabla r = -\frac{1}{r^2} \frac{\partial \psi}{\partial r}, \quad \text{and} \quad v_{\mu} = -\frac{1}{r(1-\mu^2)} \frac{\partial \psi}{\partial \mu}
\]
(2.1.10)

On substituting (2.1.10) into (2.1.9), and after some further analysis has been performed, the vector equation in \( \mathbf{v} \) is reduced to a scalar equation in \( \psi \). That is,
\[
v \cdot \mathbf{D}_r \psi = \frac{\partial}{\partial t} \left( D_r \psi \right) + g \alpha r (1-\mu^2) \left\{ \frac{\mu}{r} \frac{\partial T^*}{\partial \mu} - \frac{\partial T^*}{\partial r} \right\}
+ \frac{1}{r^2} \left\{ \frac{\partial}{\partial r} \left( \psi, D_r \psi \right) + 2D_r \psi, L_r \psi \right\}
\]
(2.1.11)

The operators \( \mathbf{D}_r \) and \( L_r \) are defined as,
\[
\mathbf{D}_r = \frac{\partial}{\partial r^2} + \frac{(1-\mu^2)^{1/2}}{r^2} \frac{\partial}{\partial \mu^2}
\]
(2.1.12)

and
\[
L_r = \frac{\mu}{(1-\mu^2)} \frac{\partial}{\partial r} + \frac{1}{r} \frac{\partial}{\partial \mu}
\]
(2.1.13)
The Jacobian is defined by

$$\frac{\partial (P, q)}{\partial (x, y)} = \frac{\partial P}{\partial x} \frac{\partial q}{\partial y} - \frac{\partial P}{\partial y} \frac{\partial q}{\partial x}$$  \hspace{1cm} (2.1.14)$$

These equations are subject to the following boundary conditions:

(i) initially,

$$T^* = T_1 \quad \text{at } t=0, \quad 0 \leq r \leq a$$

$$\gamma = 0$$  \hspace{1cm} (2.1.15)

(ii) at the interface,

$$T^* = T_p \quad \text{at } r = r_p(\mu, t), \quad t > 0$$

$$\frac{\partial y}{\partial r} = 0$$  \hspace{1cm} (2.1.16)

The second condition in (2.1.16) is the no-slip condition.

The equations for the heat transfer in the two quite separate and distinct solid and liquid regions have now been established. However, the boundary condition at the solid-liquid interface has yet to be derived. This condition, concerned with the absorption and liberation of heat across the interface, is non-linear and controls the motion of the interface. The generalised derivation of this boundary condition is given in appendix A. The condition can be written as

$$K(\nabla T \cdot \nabla C) - K^*(\nabla T^* \cdot \nabla C) = -\rho L \frac{\partial C}{\partial t}$$  \hspace{1cm} (2.1.17)

For this particular problem, using spherical coordinates, the Stefan condition along the interface $C(r, \mu, t)$, which is given by (2.1.1), is

$$K \left( \frac{\partial T}{\partial r} - \frac{(1-\mu^2)}{r^2} \frac{\partial T}{\partial \mu} \frac{\partial r_p}{\partial \mu} \right) =$$
2.2 Dimensionless and Neumann Variables

In order to simplify the established equations and their corresponding boundary conditions, the following dimensionless variables are introduced:

For the solid region,

\[ R = \frac{r}{a} ; \quad R_F = \frac{r_F}{a} \]

\[ \tau' = \frac{k_F t}{a^2} ; \quad \Theta(R, \mu, \tau') = \left( \frac{T - T_0}{T_F - T_0} \right) \]

and for the liquid region,

\[ R = \frac{r}{a} ; \quad R_F = \frac{r_F}{a} \]

\[ \tau^* = \frac{k^* t}{a^2} ; \quad \Theta^*(R, \mu, \tau^*) = \left( \frac{T^* - T_F}{T_i - T_F} \right) \]

It is worth noting that \( \frac{k_F}{a^2} \) is the Fourier number \( F_o \) and that the dimensionless parameter \( \lambda \) is defined as \( \lambda = \frac{k^*}{R} \).

For the stream function the dimensionless variable

\[ \Psi = \frac{\psi}{a k^*} \]

is introduced. Inspection of (2.1.10) will reveal that the dimensionless velocity vector can be written as,

\[ \mathbf{V} = \frac{a}{k^*} \mathbf{u} \]
Substituting these variables into the derived equations and simplifying gives the following equations:

for the solid region the heat conduction equation is,

$$
\frac{1}{R^2} \frac{\partial}{\partial R} \left( R^2 \frac{\partial \Theta}{\partial R} \right) - \frac{1}{R^2} \frac{\partial}{\partial \mu} \left[ (1-\mu^2) \frac{\partial \Theta}{\partial \mu} \right] = \frac{1}{R^2} \frac{\partial \Theta}{\partial \tau},
$$

(2.2.5)

which is subject to the boundary conditions,

$$\Theta(R, \mu, \tau) = 0$$

and

$$\Theta(R_F(\mu, \tau'), \mu, \tau') = 1$$

(2.2.6)

for the liquid region the heat conduction and convection equation is,

$$
\frac{1}{R^2} \frac{\partial}{\partial R} \left( R^2 \frac{\partial \Theta^*}{\partial R} \right) - \frac{1}{R^2} \frac{\partial}{\partial \mu} \left[ (1-\mu^2) \frac{\partial \Theta^*}{\partial \mu} \right] - \frac{1}{R^2} \frac{\partial}{\partial \tau^*} = \frac{1}{R^2} \frac{\partial \Theta^*}{\partial \tau^*},
$$

(2.2.7)

which is subject to the conditions,

$$\Theta^*(R, \mu, \tau) = 1$$

and

$$\Theta^*(R_F, \mu, \tau^*) = 0$$

(2.2.8)

The convective motion in the liquid is governed by the stream function $\Psi$ which satisfies the equation,

$$
D^* \Psi = \frac{1}{Pr} \left\{ \frac{\partial D^*_x \Psi}{\partial \tau^*} + \frac{1}{R^2} \left[ \frac{\partial (\Psi, D^*_x \Psi)}{\partial (R, \mu)} + 2D^*_x \Psi \cdot L_x \Psi \right] \right\} + 
+ Ra(1-\mu^2) \left\{ \frac{\mu}{R} \frac{\partial \Theta^*}{\partial \mu} - \frac{\partial \Theta^*}{\partial R} \right\}
$$

(2.2.9)
This equation introduces the dimensionless Prandtl number - the ratio of the molecular diffusivity of momentum to that of heat - and also the Rayleigh number - the ratio of the buoyancy to viscous forces - which can be written as

\[ Pr = \frac{\nu^*}{k^*} \quad \text{and} \quad Ra = \frac{ga \alpha^2 (T_r - T_f)}{\nu^* k^*} \quad (2.2.10) \]

respectively.

The operators \( D_R^2 \) and \( L_R \) are now defined as

\[ D_R^2 \psi = \frac{\partial^2 \psi}{\partial R^2} + \left(1 - \mu^2\right) \frac{\partial^2 \psi}{\partial \mu^2} \quad (2.2.11) \]

and

\[ L_R \psi = \frac{\mu}{(1 - \mu^2)} \frac{\partial \psi}{\partial R} + \frac{1}{R} \frac{\partial \psi}{\partial \mu} \quad (2.2.12) \]

The stream function satisfies the boundary conditions at the interface,

\[ \psi = \frac{\partial \psi}{\partial R} = \frac{\partial \psi}{\partial \mu} = 0 \quad \text{at} \quad R = R_f \quad (2.2.13) \]

and the initial condition

\[ \frac{\partial \psi}{\partial R} (R, \mu, 0) = 0 \quad (2.2.14) \]

Finally substitution of the dimensionless variables into the Stefan condition at the interface yields

\[ \left[ \frac{\partial \psi}{\partial R} - \left(1 - \mu^2\right) \frac{\partial \psi}{\partial \mu} \cdot \frac{\partial R_f}{\partial \mu} \right] = - \]
\[- \gamma \left[ \frac{\partial \Theta^*}{\partial R} - (1 - \mu^*) \frac{\partial \Theta^*}{\partial \mu} \right] \]
\[= \beta \frac{\partial R_f}{\partial \tau'} \]

(2.2.15)

where $\beta$ is the dimensionless Stefan number defined as

$$\beta = \frac{L}{C_p(T_f - T_0)}$$

and the dimensionless parameter $\gamma$ is defined as

$$\gamma = \frac{R^*}{R} \frac{(T_f - T_p)}{(T_f - T_0)}$$

The solidification process commences at $\tau = 0$, at which time the location of the solidification front is at the surface of the sphere. That is,

$$R_f = 1 \text{ at } \tau' = 0$$

(2.2.16)

**Introduction of the Neumann Variables**

Clearly for small time the local structure of the solidification process at every point on the surface of the sphere will be that for a semi-infinite region of liquid initially at a temperature above the fusion temperature. Consequently, the following Neumann variables (see Carslaw and Jaeger) are introduced. For the solidified region these are,

$$\xi = \frac{(1 - R)}{2(\tau')^2}, \quad \mu = \cos \theta, \quad \tau = \tau'$$

(2.2.17)

and for the liquid region,

$$\xi^* = \frac{(1 - R)}{2(\tau^*)^2}, \quad \mu = \cos \theta, \quad \tau = \tau^*$$

(2.2.18)

and it is found convenient to introduce a new interface variable,

$$E(\mu, \tau) = \frac{(1 - R_f)}{2 \tau^2}$$

(2.2.19)
In terms of these Neumann variables the interface is located in the solid region at \( \tilde{t} = E \) and in the liquid region at \( \tilde{t}' = E/\lambda^* \).

Note that from (2.2.17)

\[
\frac{\partial \cdot}{\partial R} = -\frac{1}{2\tau^*} \frac{\partial \cdot}{\partial \tilde{t}} \quad \text{and} \quad \frac{\partial \cdot}{\partial \tau^*} = \frac{\partial \cdot}{\partial \tilde{t}} - \frac{1}{2\tau^*} \frac{\partial \cdot}{\partial \tilde{t}} \quad (2.2.20)
\]

with similar results for \( \frac{\partial \cdot}{\partial R}, \frac{\partial \cdot}{\partial \tau^*} \) obtained from (2.2.18). And so, on employing these Neumann variables, the heat conduction equation (2.2.5) for the solid region becomes,

\[
\frac{\partial}{\partial \tilde{t}} \left[ (1 - 2\tau^* \tilde{t}^*) \frac{\partial \Theta}{\partial \tilde{t}} \right] - 4\tau^* \frac{\partial}{\partial \mu} \left[ (1 - \mu^2) \frac{\partial \Theta}{\partial \mu} \right] = (1 - 2\tau^* \tilde{t}^*) \left[ 4\tau^* \frac{\partial \Theta}{\partial \tilde{t}^*} - 2\tilde{t}^* \frac{\partial \Theta}{\partial \tilde{t}^*} \right] \quad (2.2.21)
\]

and the boundary conditions are

\[
\Theta(0, \mu, \tau) = 0 \quad (2.2.22)
\]

and

\[
\Theta(E, \mu, \tau) = 1
\]

For the liquid region the heat conduction and convection equation (2.2.7) becomes,

\[
\frac{\partial}{\partial \tilde{t}^*} \left[ (1 - 2\tau^* \tilde{t}^*)^* \frac{\partial \Theta^*}{\partial \tilde{t}^*} \right] - 4\tau^* \frac{\partial}{\partial \mu} \left[ (1 - \mu^2) \frac{\partial \Theta^*}{\partial \mu} \right] + 2\tau^* \frac{\partial}{\partial (\tilde{t}^*, \mu)} \left( \frac{\partial \Theta^*}{\partial (\tilde{t}^*, \mu)} \right) = (1 - 2\tau^* \tilde{t}^*) \left[ 4\tau^* \frac{\partial \Theta^*}{\partial \tilde{t}^*} - 2\tilde{t}^* \frac{\partial \Theta^*}{\partial \tilde{t}^*} \right] \quad (2.2.23)
\]

which is subject to the conditions,
\[ \Theta^*(\infty, \mu, o) = 1 \]  
and
\[ \Theta^*(\xi^*, \mu, \tau^*) = D \]

and in addition,
\[ \frac{\partial \Theta^*}{\partial \xi^*} (\infty, \mu, o) = \frac{\partial \Theta^*}{\partial \mu} (\infty, \mu, o) = 0 \]  
(2.2.25)

The flow field is governed by the equation,
\[ D_{\xi^*}^2 \Phi = \frac{1}{Pr} \left\{ \left( \frac{\partial}{\partial \tau^*} - \frac{\xi^*}{2 \tau^*} \frac{\partial}{\partial \xi^*} \right) D_{\xi^*}^2 \Phi + \right. \\
\left. + \frac{1}{(1-2 \tau^* \xi^*)} \frac{1}{2 \tau^*} \frac{\partial}{\partial (\xi^*, \mu)} \left[ \frac{\mu}{(1-2 \tau^* \xi^*)} \frac{\partial \xi^*}{\partial \mu} + \frac{1}{2 \xi^*} \frac{\partial \xi^*}{\partial \xi^*} \right] \right\} + \right. \\
\left. + Re \left( 1-\mu^2 \right) \left( 1-2 \tau^* \xi^* \right) \left[ \frac{\mu}{(1-2 \tau^* \xi^*)} \frac{\partial \xi^*}{\partial \mu} + \frac{1}{2 \xi^*} \frac{\partial \xi^*}{\partial \xi^*} \right] \right\} \\
(2.2.26)

which is subject to the boundary conditions
\[ \Phi = \frac{\partial \Phi}{\partial \xi^*} = \frac{\partial \Phi}{\partial \mu} = 0 \quad \text{at} \quad \xi^* = \frac{\xi_1}{\lambda^*} \]
and
\[ \frac{\partial \Phi}{\partial \xi^*} (\infty, \mu, o) = 0 \]  
(2.2.27)

The operators \( D_{\xi^*}^2 \) and \( L_{\xi^*} \) are now defined by
\[ D_{\xi^*}^2 = \frac{1}{4 \tau^*} \frac{\partial^2}{\partial \xi^*^2} + \frac{(1-\mu^2)}{(1-2 \tau^* \xi^*)^2} \frac{\partial^2}{\partial \mu^2} \]  
(2.2.28)
and
\[ L_{\xi^*} = \frac{\mu}{2 \tau^* (1-\mu^2)} \frac{\partial}{\partial \xi^*} + \frac{1}{(1-2 \tau^* \xi^*)} \frac{\partial}{\partial \mu} \]  
(2.2.29)

The Jacobian is transformed to become,
To complete the transformations of the equations, the latent heat condition at the interface is,

\[
\left[ \frac{1}{2 \tau^*} \frac{\partial \Theta^*}{\partial \tau^*} - \frac{2 \tau^* (1 - \mu^2) \tau^*}{(1 - 2 \tau^* \tau^*)^2} \frac{\partial \Theta}{\partial \mu} \right] \tau^* = \epsilon_0
\]

\[
= 2 \beta \frac{\partial}{\partial \tau} (E \tau^*)
\]

(2.2.31)

and the initial condition on \( E \) is,

\[ E(\mu, 0) = 0 \]

(2.2.32)

2.3 The Perturbation Procedure

The non-linear system of partial differential equations derived in the previous section can be solved by assuming, for small time, the following regular perturbation expansions:

\[
\Theta^*(\tau, \mu, \tau) = \sum_{n=0}^{\infty} \Theta_n^* (\tau, \mu, \tau) \tau^{n/2}
\]

(2.3.1)

\[
\Theta^*(\tilde{\tau}, \mu^*) = \sum_{n=0}^{\infty} \Theta_n^* (\tilde{\tau}, \mu^*) \tau^{n/2}
\]

(2.3.2)

\[
E(\mu, \tau) = \sum_{n=0}^{\infty} E_n(\mu) \tau^{n/2}
\]

(2.3.3)
and

$$E(\mu, \tau^*) = \sum_{n=0}^{\infty} E_n(\mu) \left( \frac{\tau^*}{\lambda} \right)^n$$  \hspace{1cm} (2.3.4)

However, the perturbation expansion for the stream function $$\Psi(\tau^*, \mu, \tau^*)$$ is more complicated and has yet to be determined. Suppose that this function can be written in the form,

$$\Psi(\tau^*, \mu, \tau^*) = E_n(\tau^*, \mu) \tau^* \frac{n}{2}$$  \hspace{1cm} (2.3.5)

Then, on substituting (2.3.5) into the flow field governing equation (2.2.26) and expanding for small time, the following equation is obtained:

$$\begin{align*}
\frac{1}{16 \tau^*} \frac{\partial^4}{\partial \tau^{*4}} (\Psi_{n+1}^{*\eta}) - \frac{1}{R} \left\{ - \frac{1}{4 \tau^*} \frac{\partial^2}{\partial \tau^{*2}} (\Psi_n^{*\eta}) + \\
+ \frac{n}{4 \tau^*} \frac{\partial^2}{\partial \tau^{*2}} (\Psi_n^{*\eta-1}) - \frac{3}{8 \tau^{*2}} \frac{\partial^3}{\partial \tau^{*3}} (\Psi_n^{*\eta}) \right\} + O(\tau^{*n-1})
\end{align*}$$

$$= \left(1 - 2 \tau^* \frac{\tilde{\xi}}{\tau^*} \right) \left(1 - \mu^2 \right) \frac{\partial \tilde{\xi}}{\partial \tau^*} + \alpha(1)$$  \hspace{1cm} (2.3.6)

Comparing both sides of this equation, it can be seen that $$n$$ must take the value of $$3/2$$ and hence

$$\Psi(\tau^*, \mu, \tau^*) = \sum_{n=0}^{\infty} \Psi_n(\tau^*, \mu) \tau^* \frac{n}{2}$$  \hspace{1cm} (2.3.7)

or equivalently,

$$\Psi(\tau^*, \mu, \tau^*) = \sum_{n=0}^{\infty} \Psi_{n+3}(\tau^*, \mu) \tau^* \frac{n+3}{2}$$  \hspace{1cm} (2.3.8)

Substitution of these perturbation expansions into the derived governing
equations (and the corresponding boundary conditions) yields, on equating coefficients of like powers of \( \tau \) (or \( \tau^* \)) in the usual method, a system of ordinary linear differential equations. Thus the difficulty due to the complication of the non-linearity at the interface is removed. The perturbation functions \( \Phi_n, \Phi_n^*, \varepsilon_n \) and \( \Xi_n \) are then determined from the resulting equations.

Investigation of the coupled partial differential equations with the perturbation expansions will reveal that the first perturbation functions to have a dependency on \( \mu \) are \( \Phi_n, \Phi_n^*, \) and \( \varepsilon_n \). Hence, the expansions can be written as:

\[
\Phi(\xi, \mu, \tau) = \Phi_0(\xi) + \Phi_1(\xi)\tau + \Phi_2(\xi)\tau^2 + \Phi_3(\xi)\tau^3 + \cdots \tag{2.3.9}
\]

\[
\Phi^*(\xi^*, \mu, \tau^*) = \Phi_0^*(\xi^*) + \Phi_1^*(\xi^*)\tau^* + \Phi_2^*(\xi^*)\tau^*2 + \Phi_3^*(\xi^*)\tau^*3 + \cdots \tag{2.3.10}
\]

\[
\varepsilon(\mu, \tau) = \varepsilon_0 + \varepsilon_1\tau + \varepsilon_2\tau^2 + \varepsilon_3\tau^3 + \varepsilon_4(\mu)\tau^2 + \epsilon_5(\mu)\tau^5 + \cdots \tag{2.3.11}
\]

and finally,

\[
\Xi(\xi^*, \mu, \tau^*) = \Xi_3(\xi^*, \mu)\tau^*3 + \Xi_4(\xi^*, \mu)\tau^*4 + \cdots \tag{2.3.12}
\]
Unfortunately the boundary condition at the interface introduces a complexity into the normal perturbation procedure. To illustrate this problem we consider the boundary condition at the interface in the solid region. Direct substitution of the perturbation expansion (2.3.9) into the boundary condition

$$\mathfrak{M}(\xi_0 + \xi^1_1 \xi_1 + \xi^2_2 + \cdots, \mu, \tau) = 1 \quad (2.3.13)$$

results in,

$$\mathfrak{M}_0(\xi_0 + \xi^1_1 \xi_1 + \cdots) + \xi^2_2 \mathfrak{M}(\xi_0 + \xi^1_1 \xi_1 + \cdots) + \cdots = 1 \quad (2.3.14)$$

Obviously, the terms of $O(\tau^2)$ cannot be immediately equated since $\tau$ appears both implicitly and explicitly. This then necessitates releasing $\tau$ from the arguments of the perturbation functions. Utilizing the method of Van Dyke \[27\], the perturbation function is expanded as a Taylor series about $\xi = \xi_0$. So, expanding $\mathfrak{M}(\xi, \mu, \tau)$ about $\xi = \xi_0$, it is found that at $\xi = \xi_0$,

$$\mathfrak{M}(\xi, \mu, \tau) = \mathfrak{M}(\xi_0, \mu, \tau) +$$

$$+ (\xi^1_1 \xi_1 + \xi^2_2 + \cdots) \mathfrak{M}'(\xi_0, \mu, \tau) +$$

$$+ \frac{1}{2!} (\xi^3_3 \xi_1 + \xi^4_4 + \cdots)^2 \mathfrak{M}''(\xi_0, \mu, \tau) + \cdots \quad (2.3.15)$$

where $'$ denotes differentiation with respect to $\xi$. Now, substitution of the perturbation series (2.3.9) for $\mathfrak{M}(\xi_0, \mu, \tau)$ in the above equation, gives an equation in which $\tau$ appears only explicitly. Thus,

$$\left[ \mathfrak{M}_0(\xi_0) + \xi^1_1 \mathfrak{M}_1(\xi_0) + \cdots + \xi^2_2 \mathfrak{M}_2(\xi_0, \mu) + \cdots \right] +$$

$$+ (\xi^1_1 \xi_1 + \xi^2_2 + \cdots) \left[ \mathfrak{M}_0'(\xi_0) + \xi^1_1 \mathfrak{M}_1'(\xi_0) + \cdots \right] +$$

$$+ \frac{1}{2!} (\xi^3_3 \xi_1 + \xi^4_4 + \cdots)^2 \left[ \mathfrak{M}_0''(\xi_0) + \xi^1_1 \mathfrak{M}_1''(\xi_0) + \cdots \right] + \frac{1}{2!} \xi^2_2 \mathfrak{M}_2(\xi_0, \mu) + \cdots = 1 \quad (2.3.16)$$
Similarly the boundary conditions which include the terms \( \frac{\partial \xi}{\partial x_i} \) and \( \frac{\partial \xi}{\partial \mu} \) at the interface have \( \tau \) released from their arguments and, in this way, terms of order \( \tau^k \) may be collected since \( \tau \) now appears, as required only explicitly.

Because of the spatial derivatives occurring in the latent heat condition (2.2.31), the perturbation equations and their boundary conditions become more and more complex with increasing exponent of \( \tau \). It is noteworthy that these complications (and others) would be removed if the further approximations proposed by Sparrow et al. in [13] and [14] were invoked.

2.4 Determination of Perturbation Functions

Applying the perturbation procedure described in the last section to the governing equations and their corresponding boundary conditions, the perturbation functions can now be determined. Accordingly, the systems of ordinary linear differential equations can be written as follows:

Zeroth Order

Collecting terms of order \( \tau^0 \), that is \( O(1) \), the zeroth order perturbation functions \( \bar{\delta}_0, \bar{\xi}_0 \) and \( E_0 \) are governed by the equations which are now given.

For the solid region \( 0 \leq \xi \leq E_0 \), \( \bar{\delta}_0 \) satisfies

\[
\frac{\partial^2 \bar{\delta}_0}{\partial \xi^2} + 2\tau \frac{\partial \bar{\delta}_0}{\partial \xi} = 0
\]  

(2.4.1)

which is subject to the boundary conditions,

\[
\bar{\delta}_0(0) = 0
\]

(2.4.2)

and

\[
\bar{\delta}_0(E_0) = 1
\]
For the liquid region $\xi < \xi^* < \infty$, $\Theta_0^*$ satisfies
\begin{equation}
\frac{d^2 \Theta_0^*}{d \xi^*^2} + 2 \xi^* \frac{d \Theta_0^*}{d \xi^*} = 0
\end{equation}

which is subject to the boundary conditions,

\begin{equation}
\Theta_0^* \left( \frac{E_0}{\lambda^*} \right) = 0
\end{equation}

and
\begin{equation}
\Theta_0^* (\infty) = 1
\end{equation}

The perturbation function $E_0$ is given by the interface equation,
\begin{equation}
2 \beta E_0 = \left[ \frac{d \Theta_0^*}{d \xi^*} \right]_{\xi = E_0} - \frac{\gamma}{\lambda^*} \left[ \frac{d \Theta_0^*}{d \xi^*} \right]_{\xi^* = E_0}
\end{equation}

First Order
Collecting terms of order $\xi^*$, the perturbation functions $\Theta_1$, $\Theta_1^*$, and $E_1$ are determined by the equations:

For the solid region, $\Theta_1$ satisfies
\begin{equation}
\frac{d^2 \Theta_1}{d \xi^*^2} + 2 \xi^* \frac{d \Theta_1}{d \xi^*} - 2 \Theta_1 = 4 \frac{d \Theta_0^*}{d \xi^*}
\end{equation}

subject to,
\begin{equation}
\Theta_1 (0) = 0
\end{equation}

and
\begin{equation}
\left[ \Theta_1 + \xi_1 \frac{d \Theta_0^*}{d \xi^*} \right]_{\xi = E_0} = 0
\end{equation}

For the liquid region, $\Theta_1^*$ satisfies
\begin{equation}
\frac{d^2 \Theta_1^*}{d \xi^*^2} + 2 \xi^* \frac{d \Theta_1^*}{d \xi^*} - 2 \Theta_1^* = 4 \frac{d \Theta_0^*}{d \xi^*}
\end{equation}
subject to the conditions

\[
\left[ \partial_1^* + \frac{E_1}{\lambda} \frac{d\partial_0^*}{d\xi} \right]_{\xi = \xi_0} = 0
\]

and

\[ \partial_1^*(\infty) = 0 \] (2.4.9)

The perturbation function \( E_1 \) is determined by

\[
4\beta E_1 = \left[ \frac{d\partial_1}{d\xi} - 2E_0 E_1 \frac{d\partial_0}{d\xi} \right]_{\xi = \xi_0}
\]

\[
- \gamma \left[ \frac{d\partial_1^*}{d\xi} - 2E_0 E_1 \frac{d\partial_0^*}{\lambda} \right]_{\xi = \xi_0} \]

(2.4.10)

Second Order

Terms of order \( \tau \) give the following set of equations:

For the solid region, \( \partial_2 \) satisfies

\[
\frac{d^2\partial_2}{d\xi^2} + 2\tau \frac{d\partial_2}{d\xi} - 4\partial_2 = 8\tau \frac{d\partial_0}{d\xi} + 4 \frac{d\partial_1}{d\xi}
\]

(2.4.11)

subject to the boundary conditions,

\[ \partial_2(0) = 0 \]

and

\[
\left[ \partial_2 + \frac{E_1}{\lambda} \frac{d\partial_1}{d\xi} + (E_2 - E_0 E_1^2) \frac{d\partial_0}{d\xi} \right]_{\xi = \xi_0} = 0
\]

(2.4.12)
For the liquid region, \( \Theta^*_2 \) satisfies
\[
\frac{d^3 \Theta^*_2}{d \zeta^*^3} + 2 \zeta^* \frac{d \Theta^*_2}{d \zeta^*} - 4 \Theta^*_2 = 8 \zeta^* \frac{d \Theta^*_2}{d \zeta^*} + 4 \frac{d \Theta^*_2}{d \zeta^*}
\]
subject to the boundary conditions,
\[
\left[ \Theta^*_2 + \frac{E_2}{\lambda} \frac{d \Theta^*_2}{d \zeta^*} + \left( \frac{E_2}{\lambda^3} - \frac{E_0 E_1}{\lambda^2} \right) \frac{d \Theta^*_2}{d \zeta^*} \right] = 0 \quad \zeta^* = \frac{E_0}{\lambda^2}
\]
and
\[
\Theta^*_2(\infty) = 0 \quad (2.4.14)
\]
The interface equation determines \( E_2 \).
\[
6 \beta E_2 = \left[ \frac{d \Theta^*_2}{d \zeta^*} - 2 E_0 E_1 \frac{d \Theta^*_2}{d \zeta^*} + \left( 4 E_1 - 3 E_2 \right) \frac{d \Theta^*_2}{d \zeta^*} \right] - \lambda^2 \left[ \frac{d \Theta^*_2}{d \zeta^*} - \frac{2 E_0 E_1 \Theta^*_2}{\lambda} \frac{d \Theta^*_2}{d \zeta^*} \right]
\]
\[
+ \left( \frac{4 E_1 - 3 E_2}{\lambda^2} + \frac{2 E_0 E_1}{\lambda^2} - \frac{2 E_0 E_2}{\lambda^2} \right) \frac{d \Theta^*_2}{d \zeta^*} \right] \quad \zeta^* = \frac{E_0}{\lambda^2} \quad (2.4.15)
\]

Third Order

On collecting terms of order \( \zeta^3 \) (or equivalently \( \zeta^3 \)), the perturbation function \( E^*_3 \) is introduced from the flow field governing equation. Firstly, however, the third order perturbation functions for the thermal fields are given.

For the solid region, \( \Theta^*_3 \) satisfies the equation,
\[
\frac{d^3 \Theta^*_3}{d \zeta^*^3} + 2 \zeta^* \frac{d \Theta^*_3}{d \zeta^*} - 6 \Theta^*_3 = 16 \zeta^* \frac{d \Theta^*_3}{d \zeta^*} + 8 \frac{d \Theta^*_3}{d \zeta^*} + 4 \frac{d \Theta^*_2}{d \zeta^*}
\]
\[
(2.4.16)
\]
which is subject to the conditions

\[ \mathcal{W}_3(0) = 0 \]

and

\[
\left[ \mathcal{W}_3 + \frac{\varepsilon_1 d\mathcal{W}_2}{d\xi^2} + \left( \frac{E_2 - E_0 E_1^2}{\lambda^2} \right) \frac{d\mathcal{W}_1}{d\xi^2} + \left( \frac{E_3 + 2E_1^2 - 2E_0 E_1 E_2}{3} + \frac{2E_0^2 E_1^3}{3} - \frac{4E_1^3}{3} \right) \frac{d\mathcal{W}_0}{d\xi^2} \right]_{\xi = E_0} = 0
\]

For the liquid region, \( \mathcal{W}_3 \) satisfies the equation

\[
\frac{d^2 \mathcal{W}_3}{d\xi^2} + 2\gamma \frac{d\mathcal{W}_3}{d\xi} - 6\mathcal{W}_3 = 0
\]

\[
16\xi^2 \frac{d\mathcal{W}_0}{d\xi} + 8\xi \frac{d\mathcal{W}_1}{d\xi} + 4 \frac{d\mathcal{W}_2}{d\xi}
\]

which is subject to,

\[
\left[ \mathcal{W}_3 + \frac{\varepsilon_1 d\mathcal{W}_2}{d\xi^2} + \left( \frac{E_2 - E_0 E_1^2}{\lambda^2} \right) \frac{d\mathcal{W}_1}{d\xi^2} + \left( \frac{E_3 + 2E_1^2 - 2E_0 E_1 E_2}{3} + \frac{2E_0^2 E_1^3}{3} - \frac{4E_1^3}{3} \right) \frac{d\mathcal{W}_0}{d\xi^2} \right]_{\xi = E_0} = 0
\]

and

\[
\mathcal{W}_3(\infty) = 0
\]
$E_3$ can be determined from the interface equation

$$8\beta E_3 = \left[ \frac{d\Theta_3}{dT} - 2E_0 E_1 \frac{d\Theta_1}{dT} + \left( 4E_1 - 4E_2 + 2E_0^2 E_1^2 \right) \frac{d\Theta_1}{dT} \right] - \left( 8E_0 E_1 + 8E_0 E_1^3 \right) \frac{d\Theta_1}{dT}$$

$$- 8E_1 E_2 + 4E_2 - 2E_0 E_3 - 8E_0 E_1^2 + 4E_0^2 E_1 E_2 - \frac{4E_0^3 E_1^3}{3} \frac{d\Theta_0}{d\xi^*}$$

$$- \lambda \gamma \left[ \frac{d\Theta_3^*}{d\xi^*} - \frac{2E_0 E_1}{\lambda^2} \frac{d\Theta_1}{d\xi^*} + \left( \frac{4E_1}{\lambda} - \frac{4E_2}{\lambda^2} - \frac{2E_0 E_3}{\lambda^2} \right) \frac{d\Theta_1}{d\xi^*} \right] + \left( \frac{8E_0 E_1}{\lambda^2} + \frac{8E_0 E_1^3}{\lambda^2} - \frac{8E_1 E_2}{\lambda^2} + \frac{4E_2}{\lambda^2} \right) \frac{d\Theta_0}{d\xi^*}$$

$$- \frac{2E_0 E_2}{\lambda^2} - \frac{8E_0 E_1^2}{\lambda^2} + \frac{4E_0^2 E_1 E_2}{\lambda^2} - \frac{4}{3} \frac{E_0^3 E_1^3}{\lambda^2} \right) \frac{d\Theta_0}{d\xi^*}$$

(2.4.20)

Finally, the flow function for $\Psi_3$ is given by the partial differential equation,

$$\frac{\partial^4 \Psi_3}{\partial \xi^*^4} + \frac{2 \xi^*}{Pr} \frac{\partial^3 \Psi_3}{\partial \xi^*^3} - \frac{2 \xi^*}{Pr} \frac{\partial^2 \Psi_3}{\partial \xi^*^2} = 8 \text{Ra} (1 - \mu^2) \frac{d\Theta_0}{d\xi^*}$$

(2.4.21)

which is subject to the boundary conditions

$$\Psi_3(\xi^*, \mu) = \frac{\partial \Psi_3}{\partial \xi^*} (\xi^*, \mu) = \frac{\partial \Psi_3}{\partial \mu} (\xi^*, \mu) = 0 \text{ at } \xi^* = \frac{E_0}{\lambda^2}$$

(2.4.22)

and

$$\frac{\partial \Psi_3}{\partial \xi^*} (\xi^*, \mu) \rightarrow 0 \text{ as } \xi^* \rightarrow \infty$$

(2.4.23)
A standard method of obtaining a solution to this type of partial differential equation is to assume that the variables are separable. Thus \( \Phi_2 \) can be simplified by employing the separable variable as follows:

\[
\Phi_2(\xi^*, \mu) = 8 \lambda \alpha (1 - \mu^2) \cdot \Phi_2(\xi^*)
\]  

(2.4.24)

Hence the equation is reduced to a fourth order ordinary differential equation in which, it should be remembered, \( \lambda_0 \) is dependent on \( \xi^* \) only. Thus \( \Phi_2 \) satisfies,

\[
\frac{\partial^4 \Phi_2}{\partial \xi^*^4} + \frac{2 \xi^*}{P_r} \frac{\partial^2 \Phi_2}{\partial \xi^*^2} - \frac{2}{P_r} \frac{\partial^2 \Phi_2}{\partial \xi^*^2} = \frac{\partial \lambda_0}{\partial \xi^*}
\]  

(2.4.25)

and is subject to the boundary conditions,

\[
\Phi_2 = \frac{\partial \Phi_2}{\partial \xi^*} = 0 \quad \text{at } \xi^* = \frac{\xi^*}{L^2} 
\]  

(2.4.26)

and

\[
\frac{\partial \Phi_2}{\partial \xi^*} \Rightarrow 0 \quad \text{as } \xi^* \Rightarrow \infty
\]  

(2.4.27)

Fourth Order

For the lower orders (\( n \leq 3 \)) \( \lambda_n \) and \( \lambda_0 \) have been dependent solely on \( \xi \) and \( \xi^* \) respectively and \( \lambda_n \) has been a constant. That is, they have been independent of the polar angle \( \Theta \) (\( \mu = \cos \Theta \)). However, on calculating the order \( \mathcal{L}^2 \) equations, the first dependency on \( \mu \) of these perturbation functions is introduced. In particular, a term which governs the convective motion in the liquid thermal field is introduced. The equation for the liquid region is,
Substituting (2.4.24) into the term on the right hand side which contains \( \Phi^* \), it is found that this term becomes,

\[
-32 \, \text{Ra} \, \frac{d \Phi^*}{d \zeta^*} \cdot \mu
\]  

(2.4.29)

Since this is the only term containing \( \mu \), the following separable variables are employed.

\[
\Phi_a(\zeta, \mu) = \Phi_a(\zeta) + \mu \Phi_a(\zeta)
\]  

(2.4.30)

\[
\Phi_a^*(\zeta^*, \mu) = \Phi_a^*(\zeta^*) + \mu \Phi_a^*(\zeta^*)
\]  

(2.4.31)

and

\[
E_u(\mu) = \bar{E}_u + \mu \bar{E}_u
\]  

(2.4.32)

Substitution into the fourth order thermal equations for the solid and liquid regions, together with their boundary conditions and also the interface equation, gives two systems of differential equations. These are the single bar and the double bar systems which are denoted by and respectively.
Fourth Order Single Bar System

The solid thermal function \( \bar{\Theta}_4 \) satisfies the equation,
\[
\frac{d^2 \bar{\Theta}_4}{d\xi^2} + 2\frac{d \bar{\Theta}_4}{d\xi} - 8 \bar{\Theta}_4 = 32\frac{d \bar{\Theta}_0}{d\xi}
\]
\[+ 16\xi^2 \frac{d \bar{\Theta}_1}{d\xi} + 8\xi \frac{d \bar{\Theta}_2}{d\xi} + 4 \frac{d \bar{\Theta}_3}{d\xi} \quad (2.4.33)
\]
which is subject to the boundary conditions,
\( \bar{\Theta}_4 (0) = 0 \)

and
\[
\left[ \bar{\Theta}_4 + \mathcal{E}_1 \frac{d \bar{\Theta}_3}{d\xi} + (\mathcal{E}_2 - \mathcal{E}_0 \mathcal{E}_1^2) \frac{d \bar{\Theta}_2}{d\xi} + \right.
\]
\[+ \left( \mathcal{E}_3 + 2\mathcal{E}_1^2 - 2\mathcal{E}_3^2 - 2\mathcal{E}_0 \mathcal{E}_1 \mathcal{E}_3 + \frac{2}{3} \mathcal{E}_0^2 \mathcal{E}_1^3 \right) \frac{d \bar{\Theta}_1}{d\xi} + \]
\[+ \left( 4\mathcal{E}_0 \mathcal{E}_1^2 - 2\mathcal{E}_0 \mathcal{E}_1 \mathcal{E}_3 + \frac{19}{6} \mathcal{E}_0 \mathcal{E}_1^4 - 5\mathcal{E}_1^2 \mathcal{E}_3 - \mathcal{E}_0 \mathcal{E}_1^2 + \mathcal{E}_4 + \right.
\]
\[+ 4\mathcal{E}_1 \mathcal{E}_3 - 8\mathcal{E}_0 \mathcal{E}_1 \mathcal{E}_3 + 2\mathcal{E}_0^2 \mathcal{E}_1 \mathcal{E}_3 - \frac{2}{3} \mathcal{E}_0^3 \mathcal{E}_1^4 \right] \frac{d \bar{\Theta}}{d\xi} = 0 \quad (2.4.34)
\]

The liquid thermal function \( \bar{\Theta}_4^* \) satisfies
\[
\frac{d^2 \bar{\Theta}_4^*}{d\xi^2} + 2\frac{d \bar{\Theta}_4^*}{d\xi} - 8 \bar{\Theta}_4^* = 32\frac{d \bar{\Theta}_0^*}{d\xi}
\]
\[+ 16\xi^2 \frac{d \bar{\Theta}_1^*}{d\xi} + 8\xi \frac{d \bar{\Theta}_2^*}{d\xi} + 4 \frac{d \bar{\Theta}_3^*}{d\xi} \quad (2.4.35)
\]
subject to the boundary conditions,
\[
\left[ \bar{\Theta}_4^* + \frac{\mathcal{E}_1}{\lambda} \frac{d \bar{\Theta}_3^*}{d\xi} + \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_2^*}{d\xi} + \right.
\]
\[+ \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \right.
\]
\[+ \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \right.
\]
\[+ \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \right.
\]
\[+ \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \right.
\]
\[+ \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \right.
\]
\[+ \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \right.
\]
\[+ \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \right.
\]
\[+ \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \right.
\]
\[+ \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \right.
\]
\[+ \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \right.
\]
\[+ \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \right.
\]
\[+ \left( \frac{\mathcal{E}_3}{\lambda^3} - \frac{\mathcal{E}_0 \mathcal{E}_1^2}{\lambda^3/2} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \right.
\]
\[
+ \left( \frac{E_3}{\lambda^2} + \frac{2E_1^2}{\lambda^2} - \frac{2E_1^3}{\lambda^3} - \frac{2E_0E_1E_2}{\lambda^2} + \frac{2}{3} \frac{E_0^2E_1^2}{\lambda^3} \right) \frac{d\Theta_1^*}{d\gamma^*} \\
+ \left( \frac{E_4}{\lambda^2} - \frac{2E_0E_1E_2}{\lambda^2} + \frac{4E_0^2E_1^2}{\lambda^2} + \frac{19}{6} \frac{E_0E_1^4}{\lambda^{3/2}} - \frac{5E_0^2E_1^3}{\lambda^{3/2}} - \frac{E_0E_3^2}{\lambda^{3/2}} + \frac{4E_1E_3}{\lambda^{3/2}} - \frac{8E_0E_2}{\lambda^{3/2}} + \frac{2E_0^2E_1E_2}{\lambda^{3/2}} - \frac{E_0^3E_1^2}{\lambda^{3/2}} \right) \frac{d\Theta_0^*}{d\gamma^*} \right] = 0
\]

and

\[
\Theta_0^* (\infty) = 0
\]

The interface equation which determines \( \overline{E}_4 \) is

\[
10\beta \overline{E}_4 = \left[ \frac{d\overline{\Theta}_4}{d\gamma} - 2E_0E_1 \frac{d\Theta_3}{d\gamma} + \left( 4E_1 - 5E_1^2 \right) \frac{d\Theta_0}{d\gamma} \right] \\
+ \left[ -2E_0E_2 + \frac{2E_0^2E_1^2}{\lambda^2} \right] \frac{d\Theta_2}{d\gamma} + \left( 8E_0E_1 - 10E_1E_2 + \frac{32}{3} \frac{E_0E_1^2}{\lambda^2} \right) \frac{d\Theta_3}{d\gamma} \\
+ \left[ 4E_2 - 2E_0E_3 - \frac{8E_0E_1^2}{\lambda^2} + \frac{4E_0^2E_1E_2}{\lambda^{3/2}} - \frac{4}{3} \frac{E_0^3E_1^2}{\lambda^{3/2}} \right] \frac{d\Theta_0}{d\gamma} \\
+ \left[ 16E_0^2E_1 - 10E_1E_3 - \frac{56}{3} \frac{E_0E_1^2E_2}{\lambda^2} - \frac{34}{3} \frac{E_0^2E_1^4}{\lambda^{3/2}} \right] \\
+ \left[ \frac{55}{6} E_1^4 + 8E_0E_2 - \frac{5E_2^2}{\lambda^{3/2}} + 4E_3 - 2E_0\overline{E}_4 + 12E_1^2 \right] \\
- \left[ 16E_0E_1^2 - 2E_0^2E_2^2 - 16E_0E_1E_2 + 4E_0E_1E_3 + 8E_0^2E_1^3 \\n- \frac{4}{3} \frac{E_0^3E_1^2E_2}{\lambda^{3/2}} + \frac{2}{3} \frac{E_0^4E_1^4}{\lambda^{3/2}} \right] \frac{d\Theta_0}{d\gamma} \right] \overline{\Theta}_4 \] 

\[
\lambda \chi \left[ \frac{d\overline{\Theta}_4}{d\gamma} - \frac{2E_0E_1}{\lambda^2} \frac{d\Theta_3}{d\gamma} + \left( \frac{4E_1}{\lambda^2} - \frac{5E_1^2}{\lambda^3} \right) \right] \\
- \left[ \frac{2E_0E_2}{\lambda^2} + \frac{2E_0^2E_1^2}{\lambda^2} \right] \frac{d\Theta_2}{d\gamma} + \left( \frac{8E_0E_1}{\lambda^{3/2}} - 10E_1E_2 \right) \frac{d\Theta_3}{d\gamma} \\
+ \left[ 3\frac{E_0E_1^3}{\lambda^{3/2}} + \frac{4E_2}{\lambda^{3/2}} - \frac{2E_0E_2}{\lambda^{3/2}} - \frac{8E_0E_1^2}{\lambda^{3/2}} + \frac{4E_0^2E_1E_2}{\lambda^{3/2}} \right] \frac{d\Theta_0}{d\gamma} \right] \overline{\Theta}_4 \]
Fourth Order Double Bar System

The governing equation for $\bar{\xi}_4$ in the solid region is,

$$\frac{d^2 \bar{\xi}_4}{d \tilde{\tau}^2} + 2\gamma \frac{d \bar{\xi}_4}{d \tilde{\tau}} - 8 \bar{\xi}_4 = 0$$

(2.4.38)

which is subject to the boundary conditions,

$$\bar{\xi}_4(0) = 0$$

and

$$\left[ \bar{\xi}_4 + \frac{\bar{\eta}_4}{\lambda} \frac{d \bar{\eta}_0}{d \tilde{\tau}} \right]_{\tilde{\tau} = \epsilon_0} = 0$$

(2.4.39)

For the liquid, $\bar{\eta}_4$ satisfies the equation,

$$\frac{d^2 \bar{\eta}_4}{d \tilde{\tau}^2} + 2\gamma \frac{d \bar{\eta}_4}{d \tilde{\tau}} - 8 \bar{\eta}_4 = -32 Ra \frac{4}{3} \frac{d \bar{\eta}_0}{d \tilde{\tau}}$$

(2.4.40)

subject to the boundary conditions

$$\left[ \bar{\eta}_4 + \frac{\bar{\eta}_4}{\lambda} \frac{d \bar{\eta}_0}{d \tilde{\tau}} \right]_{\tilde{\tau} = \epsilon_0} = 0$$

and

$$\bar{\eta}_4(\infty) = 0$$

(2.4.41)
The double bar interface equation for $E_4$ is,

$$
\left[ \frac{d\bar{E}_4}{d\bar{\zeta}} - 2\sqrt{e_0 E_4} \frac{d\Phi_0}{d\bar{\zeta}} \right]_{\bar{\zeta} = \bar{\zeta}_0} - \lambda^3 \left[ \frac{d\Phi_0^{**}}{d\bar{\zeta}^{**}} - 2\sqrt{e_0 E_4} \frac{d\Phi_0}{d\bar{\zeta}^{**}} \right]_{\bar{\zeta}^{**} = \bar{\zeta}_0} = \frac{10B}{\lambda^4} \bar{E}_4
$$

which is subject to the boundary conditions,

$$
E_4(\bar{\zeta}^{**}, \mu) = 0
$$

and

$$
\frac{\partial E_4}{\partial \bar{\zeta}^{**}} \rightarrow 0 \quad \text{as} \quad \bar{\zeta}^{**} \rightarrow 0
$$

Finally the perturbation function $E_4(\bar{\zeta}, \mu)$ which is also given by collecting terms $O(\zeta^2)$, satisfies the equation,

$$
\frac{d^4 E_4}{d\bar{\zeta}^{**4}} + 2\bar{\zeta}^{**} \frac{d^3 E_4}{d\bar{\zeta}^{**3}} - \frac{4}{\pi} \frac{d^2 E_4}{d\bar{\zeta}^{**2}} = 8Ra(1-\mu^2) \frac{d\Phi_0^{*}}{d\bar{\zeta}^{*}} - 16Ra(1-\mu^2) \bar{\zeta}^{*} \frac{d\Phi_0^{**}}{d\bar{\zeta}^{**}}
$$

which is subject to the boundary conditions,

$$
\left[ \frac{E_4}{\lambda} + \frac{E_1}{\lambda} \frac{dE_2}{d\zeta^{**2}} \right]_{\zeta^{**} = \zeta_0} = 0
$$

and

$$
\left[ \frac{dE_4}{d\zeta^{**}} + \frac{E_1}{\lambda} \frac{d^2E_3}{d\zeta^{**2}} \right]_{\zeta^{**} = \zeta_0} = 0
$$

and also

$$
\frac{\partial E_4}{\partial \zeta^{**}} \rightarrow 0 \quad \text{as} \quad \zeta^{**} \rightarrow 0
$$
Similarly to equation (2.4.21), the method of separation of variables is used, where

\[ \Psi_4(\zeta^*, \mu) = 8 \text{Ra}(1-\mu^2) \overline{\Psi}_4(\zeta^*) \]  

(2.4.46)

This expression is substituted, together with (2.4.24), into the equation (2.4.43) and the boundary conditions (2.4.44) and (2.4.45). Hence the fourth order ordinary differential equation for \( \overline{\Psi}_4 \) is,

\[ \frac{d^4 \overline{\Psi}_4}{d \zeta^{*4}} + \frac{3}{\text{Pr}} \frac{d^3 \overline{\Psi}_4}{d \zeta^{*3}} - \frac{4}{\text{Pr}} \frac{d^2 \overline{\Psi}_4}{d \zeta^{*2}} = \frac{d \overline{\Psi}_4}{d \zeta^*} - 2 \zeta^* \frac{d \overline{\Psi}_4}{d \zeta^*} \]

(2.4.47)

and the boundary conditions are, noting that from (2.4.26) \( \frac{\partial \overline{\Psi}_4}{\partial \zeta^*} = 0 \) at \( \zeta^* = \frac{\xi_0}{\lambda^*} \), \( \overline{\Psi}_4 = 0 \)

\[ \left\{ \begin{array}{l} \frac{d \overline{\Psi}_4}{d \zeta^*} + \frac{\xi_0}{\lambda^*} \frac{d^2 \overline{\Psi}_4}{d \zeta^{*2}} = 0 \\ \zeta^* = \frac{\xi_0}{\lambda^*} \end{array} \right\} \]

(2.4.48)

and

\[ \frac{d \overline{\Psi}_4}{d \zeta^*} \to 0 \quad \text{as} \quad \zeta^* \to \infty \]  

(2.4.49)

**Fifth Order**

In the fifth order thermal liquid equation there are an additional three terms which control the convective motion. This equation is,

\[ \frac{d^2 \zeta_5^*}{d \zeta^{*2}} + 2 \zeta^* \frac{d \zeta_5^*}{d \zeta^*} - 10 \zeta_5^* = 64 \zeta_5^* \frac{d \overline{\Psi}_4}{d \zeta^*} + \]

\[ \frac{d^3 \zeta_5^*}{d \zeta^{*3}} + \frac{3}{\text{Pr}} \frac{d^2 \zeta_5^*}{d \zeta^{*2}} - \frac{4}{\text{Pr}} \frac{d \zeta_5^*}{d \zeta^*} = \frac{d \zeta_5^*}{d \zeta^*} - 2 \zeta^* \frac{d \zeta_5^*}{d \zeta^*} \]
Substituting (2.4.24) and (2.4.46) for \( \Psi_3 \) and \( \Psi_4 \) respectively, these three terms become

\[
-32 \mu Ra \Omega_4 \frac{d \Theta_0^*}{d \tau^*} - 32 \mu Ra \Omega_3 \frac{d \Theta_0^*}{d \tau^*} - 128 \tau^* \Omega_3 \frac{d \Theta_0^*}{d \tau^*}
\]

Employing the same technique used for the fourth order equations, the functions \( \Theta_5 \), \( \Theta_5^* \) and \( E_5(\mu) \) can be written as,

\[
\Theta_5(\tau, \mu) = \overline{\Theta}_5(\tau) + \mu \overline{\Theta}_5(\tau)
\]

(2.4.52)

\[
\Theta_5^*(\tau^*, \mu) = \overline{\Theta}_5^*(\tau^*) + \mu \overline{\Theta}_5^*(\tau^*)
\]

(2.4.53)

and

\[
E_5(\mu) = \overline{E}_5 + \mu \overline{E}_5
\]

(2.4.54)

Again, as a consequence of these variables, there are two systems of equations - the single bar and the double bar.
Fifth Order Single Bar

For $\bar{\mathbf{E}}_5$, the thermal solid equation is

$$\frac{d^2 \bar{\mathbf{E}}_5}{d\xi^2} + 2\bar{\mathbf{E}}_3 \frac{d\bar{\mathbf{E}}_5}{d\xi} - 10 \bar{\mathbf{E}}_5 = 64\bar{\mathbf{E}}_4 \frac{d\bar{\mathbf{E}}_6}{d\xi} + 32\bar{\mathbf{E}}_5 \frac{d\bar{\mathbf{E}}_5}{d\xi}$$

$$+ 16 \bar{\mathbf{E}}_6 \frac{d\bar{\mathbf{E}}_2}{d\xi} + 8 \bar{\mathbf{E}}_5 \frac{d\bar{\mathbf{E}}_2}{d\xi} + 4 \frac{d\bar{\mathbf{E}}_4}{d\xi}$$

(2.4.55)

subject to the conditions

$$\bar{\mathbf{E}}_5 (0) = 0$$

and

(2.4.56)

$$\begin{bmatrix}
\bar{\mathbf{E}}_5 + \bar{E}_1 \frac{d\bar{\mathbf{E}}_4}{d\xi} + (\bar{E}_2 - \bar{E}_5 \bar{E}_1^3) \frac{d\bar{\mathbf{E}}_3}{d\xi} + (\bar{E}_3 + 2\bar{E}_5 \bar{E}_4 + \\
\bar{E}_5 \bar{E}_4 \bar{E}_2 \bar{E}_3 \frac{2}{3} \left( \frac{2}{3} \bar{E}_5 \bar{E}_3 \bar{E}_2 \right) \frac{d\bar{\mathbf{E}}_1}{d\xi} + (\bar{E}_5 + 8\bar{E}_3 \bar{E}_1 \bar{E}_2 - 6\bar{E}_5 \bar{E}_3 \bar{E}_2 \right) \\
\end{bmatrix}$$

$$= 0$$
The equation for the liquid which governs the thermal function $\overline{X}_5^*(T^*)$
is,

$$\frac{d\overline{X}_5^*}{dt^*} + 2\overline{X}_5^* \frac{d\overline{X}_5^*}{dT^*} - 10 \overline{X}_5^* = 64\overline{T}^* \frac{d\overline{X}_5^*}{dT^*} + 32\overline{T}^* \frac{d\overline{X}_5^*}{dT^*}$$
$$+ 16\overline{T}^* \frac{d\overline{X}_5^*}{dT^*} + 8\overline{T}^* \frac{d\overline{X}_5^*}{dT^*} + 4 \frac{d\overline{X}_5^*}{dT^*}$$

(2.4.57)

which is subject to the conditions

\[
\left[ \overline{X}_5^* + \frac{E_1}{\lambda} \frac{d\overline{X}_5^*}{dT^*} + \left( \frac{E_2}{\lambda^2} - \frac{E_0 E_1^2}{\lambda^3} \right) \frac{d\overline{X}_5^*}{dT^*} + \\
+ \left( \frac{E_3}{\lambda^2} + \frac{2E_1}{\lambda^2} - \frac{8E_1^3 - 2E_0 E_1 E_2}{3 \lambda^3} + \frac{2E_0^2 E_1^2}{3 \lambda^4} \right) \frac{d\overline{X}_5^*}{dT^*} + \\
+ \left( \frac{E_4}{\lambda^3} + \frac{4E_0 E_1^2}{\lambda^3} - \frac{7E_1^2 E_2}{\lambda^4} + \frac{9E_0 E_2^2}{2 \lambda^5} - \frac{E_0 E_2^3}{3 \lambda^6} \right) \frac{d\overline{X}_5^*}{dT^*} + \\
- \frac{2E_0 E_1 E_2}{\lambda^4} - \frac{8E_0 E_1^3}{\lambda^4} + \frac{2E_0^2 E_1^2 E_2}{\lambda^4} - \frac{E_0^3 E_1^4}{3 \lambda^6} \right] \frac{d\overline{X}_5^*}{dT^*} = 0
\]

and

$$\overline{X}_5^*(\infty) = 0$$

(2.4.58)
The interface equation which determines the perturbation function \( \overline{E}_5 \) is,

\[
12 \beta \overline{E}_5 = \left[ - \frac{d \overline{\phi}_5}{d \tilde{t}^3} - 2 \varepsilon_0 \varepsilon_1 \frac{d \overline{\phi}_4}{d \tilde{t}^3} + \left( 4 \varepsilon_1 - 6 \varepsilon_1^2 - 2 \varepsilon_0 \varepsilon_2 + 2 \varepsilon_0^2 \varepsilon_1^2 \right) \frac{d \overline{\phi}_3}{d \tilde{t}^3} + \left( 8 \varepsilon_0 \varepsilon_1 - 12 \varepsilon_0 \varepsilon_2 + \frac{4}{3} \varepsilon_0 \varepsilon_1^3 + 4 \varepsilon_2 + 2 \varepsilon_0^3 \varepsilon_2 \right) \frac{d \overline{\phi}_2}{d \tilde{t}^3} + \left( 16 \varepsilon_1^4 + 16 \varepsilon_1 \varepsilon_2 - 24 \varepsilon_1^3 \varepsilon_2 + 16 \varepsilon_0^3 \varepsilon_1 + 38 \varepsilon_0^2 \varepsilon_2 + 8 \varepsilon_0^2 \varepsilon_1^3 + 8 \varepsilon_0 \varepsilon_2 + 6 \varepsilon_0^2 + 4 \varepsilon_2 - 2 \varepsilon_0 \varepsilon_4 + 12 \varepsilon_1^2 - 16 \varepsilon_0^2 \varepsilon_1^2 - 15 \varepsilon_0^2 \varepsilon_1^3 + 2 \varepsilon_0^3 \varepsilon_2 + 16 \varepsilon_0 \varepsilon_2 \varepsilon_1 - 4 \varepsilon_0^3 \varepsilon_2 \varepsilon_2 + \frac{2}{3} \varepsilon_0 \varepsilon_4 \varepsilon_1^3 \right) \frac{d \overline{\phi}_1}{d \tilde{t}^3} + \\
+ \left( 32 \varepsilon_0^3 \varepsilon_1 + 36 \varepsilon_0^2 \varepsilon_2 - 12 \varepsilon_1 \varepsilon_4 - \frac{200}{3} \varepsilon_0 \varepsilon_1^3 + \frac{158}{3} \varepsilon_0 \varepsilon_1^4 + \frac{106}{3} \varepsilon_0 \varepsilon_1^5 + \frac{52}{3} \varepsilon_1^2 \varepsilon_2 + 36 \varepsilon_0 \varepsilon_1 \varepsilon_2 \varepsilon_2 - 6 \varepsilon_0^2 \varepsilon_2 - \frac{16}{3} \varepsilon_0 \varepsilon_1^3 \varepsilon_2 + \frac{34}{3} \varepsilon_0^3 \varepsilon_1 \varepsilon_2 - \frac{14}{15} \varepsilon_0^3 \varepsilon_1^3 + 8 \varepsilon_0 \varepsilon_2 \varepsilon_2 - 4 \varepsilon_0^2 \varepsilon_1^2 \varepsilon_2 + 16 \varepsilon_0^3 \varepsilon_1^4 - 12 \varepsilon_1^2 \varepsilon_2 + 4 \varepsilon_1^4 + 8 \varepsilon_0 \varepsilon_3 - 2 \varepsilon_0 \varepsilon_5 - 32 \varepsilon_0^3 \varepsilon_1^2 - 8 \varepsilon_0^2 \varepsilon_2 + 24 \varepsilon_1 \varepsilon_2 + 4 \varepsilon_0 \varepsilon_1^2 - 32 \varepsilon_0^2 \varepsilon_1 \varepsilon_2 - 16 \varepsilon_0 \varepsilon_1 \varepsilon_3 + 14 \varepsilon_0^2 \varepsilon_1 \varepsilon_4 + 4 \varepsilon_0^2 \varepsilon_2 \varepsilon_3 - 4 \varepsilon_0 \varepsilon_1 \varepsilon_2^2 + 24 \varepsilon_0^2 \varepsilon_1^3 \varepsilon_2 + 16 \varepsilon_0^3 \varepsilon_1^3 \right) \frac{d \overline{\phi}_0}{d \tilde{t}^3} \right] = \varepsilon_0
\]
\[- \lambda^2 \gamma \left[ \frac{d \bar{\partial}_\lambda}{d \lambda} - 2 \frac{E_0 E_1}{\lambda^3} \frac{d \bar{\partial}_\lambda}{d \lambda^2} + \left( \frac{4 \gamma_1}{\lambda} - 6 \gamma_1^3 \right) \right] \frac{d \bar{\partial}_\lambda}{d \lambda^2} + \left( \frac{8 E_0 E_1}{\lambda^3} - 12 E_1 E_2 + \right.

\left. + \frac{40}{3} \frac{E_0 E_3}{\lambda^3} + 4 E_2 - 2 E_0 E_3 - 8 E_0 E_4 + 4 E_0 E_2 + \right.

\left. - \frac{16}{3} \frac{E_3 E_1}{\lambda^3} \right) \frac{d \bar{\partial}_\lambda}{d \lambda^2} + \left( \frac{16 E_1^4}{\lambda^4} - 12 E_1 E_3 - 24 E_1^3 + 16 E_0 E_1 + \right.

\left. + 38 E_0 E_3 E_2 + 8 \frac{E_0 E_3^2}{\lambda^4} + 8 E_0 E_2 - 6 \frac{E_3^2}{\lambda^3} + 4 E_3 - 2 E_0 E_4 + \right.

\left. + 12 E_1^2 - 16 E_0 E_3^2 - 15 E_0 E_1^4 + 2 \frac{E_0 E_3^2}{\lambda^3} - 16 E_0 E_1 E_2 + \right.

\left. + \frac{4 E_0 E_1 E_3}{\lambda^3} - \frac{4 E_0 E_1^3}{\lambda^3} + \frac{2 E_0 E_1 E_4}{\lambda^3} \right) \frac{d \bar{\partial}_\lambda}{d \lambda^2} + \left( \frac{32 E_0 E_1}{\lambda^3} \right) \frac{d \bar{\partial}_\lambda}{d \lambda^2} + \left( \frac{36 E_0 E_3 E_3}{\lambda^3} - \frac{12 E_1 E_4}{\lambda^3} - \frac{200 E_0 E_3}{\lambda^3} + \frac{158 E_0 E_1^4}{\lambda^3} + \right.

\left. + \frac{106 E_0 E_5}{\lambda^3} + \frac{52 E_3 E_2}{\lambda^3} + \frac{36 E_0 E_1 E_2}{\lambda^3} - \frac{68 E_3 E_2}{\lambda^3} - \frac{164 E_0 E_3 E_2}{\lambda^3} \right)

\left. + \frac{34 E_0 E_5}{\lambda^3} + \frac{16 E_0 E_2}{\lambda^3} - \frac{4 E_0 E_5}{\lambda^3} + \frac{8 E_0 E_3^2 E_3}{\lambda^3} - \frac{4 E_3 E_1 E_3}{\lambda^3} \right)

\left. - \frac{16 E_3 E_1^4}{\lambda^3} - \frac{12 E_2 E_3}{\lambda^3} + \frac{4 E_4}{\lambda^3} + \frac{8 E_0 E_3}{\lambda^3} - \frac{2 E_0 E_5}{\lambda^3} \right)

\left. - \frac{32 E_0 E_3^2}{\lambda^3} - \frac{8 E_0 E_2}{\lambda^3} + \frac{4 E_0 E_3 E_2}{\lambda^3} + \frac{24 E_1 E_2}{\lambda^3} + \frac{48 E_0 E_2}{\lambda^3} \right)\]
Fifth Order Double Bar System

For the solid region, $\bar{\psi}_5$ satisfies the equation,

$$\frac{d^2 \bar{\psi}_5}{d\xi^2} + 2\xi \frac{d \bar{\psi}_5}{d\xi} - 10 \bar{\psi}_5 = \frac{d \bar{\psi}_4}{d\xi}$$

(2.4.60)

subject to the boundary conditions,

$$\bar{\psi}_5(0) = 0$$

and

$$\left[ \bar{\psi}_5 + \xi \frac{d \bar{\psi}_4}{d\xi} + \bar{\psi}_4 \frac{d \bar{\psi}_5}{d\xi} + (\bar{\psi}_5 - 2\bar{\psi}_4 \bar{\psi}_3) \frac{d \bar{\psi}_0}{d\xi} \right] = 0$$

(2.4.61)

For the liquid region, $\bar{\psi}_5^*$ satisfies the equation,

$$\frac{d^2 \bar{\psi}_5^*}{d\xi^2} + 2\xi \frac{d \bar{\psi}_5^*}{d\xi} - 10 \bar{\psi}_5^* = 4 \frac{d \bar{\psi}_4^*}{d\xi^2} - 128 R a \bar{\psi}_3^* \frac{d \bar{\psi}_0^*}{d\xi^2}$$

$$-32 \bar{\psi}_4 \bar{\psi}_3 \frac{d \bar{\psi}_0^*}{d\xi^2} - 32 \bar{\psi}_4 \bar{\psi}_3 \frac{d \bar{\psi}_0^*}{d\xi^2}$$

(2.4.62)

subject to the boundary conditions,

$$\left[ \bar{\psi}_5^* + \xi \frac{d \bar{\psi}_4^*}{d\xi^2} + \bar{\psi}_4 \frac{d \bar{\psi}_5^*}{d\xi^2} + \left( \frac{\bar{\psi}_5^*}{\lambda^3} - \frac{2\bar{\psi}_4 \bar{\psi}_3}{\lambda^2} \right) \frac{d \bar{\psi}_0^*}{d\xi^2} \right] = 0$$

and

$$\bar{\psi}_5^*(\infty) = 0$$

(2.4.63)
The interface equation which determines $\bar{E}_5$ is,

$$
12 \beta \bar{E}_5 = \left[ \frac{d\bar{\bar{X}}_5}{d\bar{\xi}} - 2E_0 \bar{E}_1 \frac{d\bar{\bar{X}}_4}{d\bar{\xi}} - 2E_0 \bar{E}_4 \frac{d\bar{\bar{X}}_1}{d\bar{\xi}} + \\
+ \left( 4\bar{E}_4 + 4\frac{E_0^2 \bar{E}_1 \bar{E}_4 - 2E_0 \bar{E}_5 - 12E_1 \bar{E}_4 \right) \frac{d\bar{\bar{X}}_0}{d\bar{\xi}} \right] + \\
- \lambda^4 \left[ \frac{d\bar{\bar{X}}_5^*}{d\lambda^4} - 2E_0 \bar{E}_1 \frac{d\bar{\bar{X}}_4^*}{d\lambda^4} - 2E_0 \bar{E}_4 \frac{d\bar{\bar{X}}_1^*}{d\lambda^4} + \\
+ \left( \frac{4\bar{E}_4^*}{\lambda^4} + 4\frac{E_0^2 \bar{E}_1 \bar{E}_4^* - 2E_0 \bar{E}_5^* - 12E_1 \bar{E}_4^* \right) \frac{d\bar{\bar{X}}_0^*}{d\lambda^4} \right]^{\frac{1}{4}} = \bar{E}_0
$$

(2.4.64)

The fifth order equation and boundary conditions governing the flow field is not determined because $\bar{E}_5$ does not feature in any of the other equations.

It can be clearly seen that, as the exponent of $\tau$ increases, the equations of the thermal fields, their boundary conditions and the interface equations become lengthy and complicated. This is mainly due to the resolution of the perturbation procedure by the Van Dyke method.

Before these equations for the sphere are solved, the equations governing the thermal fields and convective motion in a cylinder are also derived, since both of these problems are solved using the same techniques.
Chapter 3

The Effects of Natural Convection During Solidification in a

Liquid Cylinder
3.1 The Derivation of the Governing Equations

The derivation of the equations governing the heat and mass transfer of a liquid undergoing the process of phase-change in a cylinder is similar to that in the case of the sphere. Nevertheless, although the equations for the sphere and the cylinder could be established at the same time by a general derivation, due to some subtle differences in the analyses, the equations are derived separately in order to highlight these differences.

The three assumptions made on page 18 are again assumed and figure 1 is also the same, although the frame of reference is, of course, polar cylindrical and not a spherical coordinate system. Yet, due to the similarity between these two coordinate systems, the generalised form of the heat balance equation - see appendix A - gives the same equation as (2.1.18). Thus, at the interface \(C(\mu, t)\), which is represented by

\[
C(\mu, t) = r - r_f(\mu, t) \tag{3.1.1}
\]

the Stefan condition is

\[
\kappa \left( \frac{\partial T}{\partial r} - \frac{(1-\mu^2)}{r^2} \frac{\partial T}{\partial \mu} \frac{\partial r}{\partial \mu} \right) - \kappa^* \left( \frac{\partial T^*}{\partial r} + \frac{(1-\mu^2)}{r^2} \frac{\partial T^*}{\partial \mu} \frac{\partial r}{\partial \mu} \right) = \rho L \frac{\partial r_f}{\partial t} \tag{3.1.2}
\]

Although this equation is the same heat balance equation as derived for the sphere, it is included throughout this cylindrical problem in order to complete the model.

In the solid region, the equation for the heat conduction is
where \( T(r, \mu, t) \) is the temperature distribution and \( k \) is the thermal diffusivity. This heat equation is subject to the boundary conditions,

\[
T(a, \mu, t) = T_0
\]

and

\[
T(r_0(\mu, t), \mu, t) = T_F
\] (3.1.4)

At this stage the Boussinesq approximation is invoked on the equations of motion and heat in the liquid. This gives the following equations for the energy, continuity and momentum.

The thermal energy equation is,

\[
k \left\{ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) + \frac{(1-\mu^2)^2}{r^2} \frac{\partial}{\partial \mu} \left[ (1-\mu^2)^2 \frac{\partial T}{\partial \mu} \right] \right\} = \frac{\partial T^*}{\partial t} + \nu_r \frac{\partial T^*}{\partial r} - \frac{(1-\mu^2)^2}{r} \frac{\partial T^*}{\partial \mu} \quad \text{for} \quad \mu \neq 1
\] (3.1.5)

and the equation of continuity is,

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \nu_r \right) - \frac{(1-\mu^2)^2}{r^2} \frac{\partial}{\partial \mu} \left( \nu_\mu \right) = 0
\] (3.1.6)

and finally the Navier-Stokes equation is,

\[
\rho^*_F \left[ \frac{\partial \mathbf{v}}{\partial t} - \mathbf{v} \times \nabla \times \mathbf{v} \right] = -\nabla (\rho + \frac{1}{2} \rho^*_F \mathbf{v}^2) + \nabla \mathbf{F}
\] (3.1.7)
In these equations $\mathbf{v} = (v_r, v_\mu)$ is the velocity in the fluid, $T^*(r, \mu, t)$ the liquid temperature distribution, $p$ the pressure and $\rho^*$ the density of the fluid.

As in the case of the sphere, the force exerted due to gravity is,

$$\mathbf{F} = (-g\mu, g(1-\mu^2), 0) \quad (3.1.8)$$

and the equation of state, where $\rho_f^*$ is the density of the liquid at fusion temperature and $\alpha$ is the coefficient of cubical expansion, is

$$\rho^* = \rho_f^* \left[ 1 - \alpha (T - T_f) \right] \quad (3.1.9)$$

Substitution of these two equations into the equation (3.1.7), and taking the curl, eliminates the pressure term to give

$$\nabla \times \frac{\partial \mathbf{v}}{\partial t} - \nabla \times \left[ \mathbf{v} \times \nabla \times \mathbf{v} \right]$$

$$= -\mathbf{v}^* \nabla \times \nabla \times \mathbf{v} + \nabla \times \left\{ \left[ 1 - \alpha (T - T_f) \right] \mathbf{F} \right\} \quad (3.1.10)$$

The stream function $\psi(r, \mu, t)$, on examination of the continuity equation, is given as

$$\psi_r = -\frac{\partial \psi}{\partial r} \quad \text{and} \quad \psi_t = -\frac{(1-\mu^2)^{\frac{1}{2}}}{r} \frac{\partial \psi}{\partial \mu} \quad (3.1.11)$$

Substitution of (3.1.11) into (3.1.10) followed by some further analysis yields,

$$\mathbf{v}^* \Delta^* \psi = \frac{\partial \Delta^* \psi}{\partial t} + \frac{(1-\mu^2)}{r} \frac{\partial}{\partial \mu} \left( \psi_r \Delta^* \psi \right) +$$

$$+ g\alpha (1-\mu^2) \left\{ \mu \frac{\partial T^*}{\partial \mu} - \frac{\partial T^*}{\partial r} \right\} \quad (3.1.12)$$
where the operator $D^2_r$ is defined by

$$D^2_r = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) + \frac{(1-\mu^2)^{\frac{1}{2}}}{r^2} \frac{\partial}{\partial \mu} \left[ \frac{(1-\mu^2)^{\frac{1}{2}} \partial}{\partial \mu} \right]$$

(3.1.13)

and the Jacobian is defined by (2.1.14).

The boundary conditions for the equations in the liquid domain are

(i) initially,

$$\begin{cases} T^* = T_i \\ \psi = 0 \end{cases} \quad \text{at } t=0, \quad 0 \leq r \leq a$$

(3.1.14)

(ii) at the interface,

$$\begin{cases} T^* = T_f \\ \psi = \frac{\partial \psi}{\partial r} = 0 \end{cases} \quad \text{at } r = r_f(\mu, t), \quad t > 0$$

(3.1.15)

At this point it is worth comparing these equations with the corresponding equations in Chapter 2. Comparison of (3.1.11) with (2.1.10) shows that the velocity of the liquid in the cylinder can be expected to be less at the centre than it would be in the sphere. The operator $D^2_r$ has different definitions for the two geometries, yet it is not surprising to note that the boundary conditions for both problems are identical.

3.2 Dimensionless and Neumann Variables

The dimensionless variables (2.2.1) and (2.2.2) are introduced for the solid region and liquid region respectively together with the dimensionless parameter $\lambda$. However, due to the differing analyses, the dimensionless stream function is now given as
\[ \Psi = \frac{4}{R} \quad (3.2.1) \]

And so, on employing these variables the governing equations are transformed to become:

for the solid region the heat conduction equation,

\[
\frac{1}{R} \frac{\partial}{\partial R} \left( R \frac{\partial \Theta}{\partial R} \right) - (1-\mu^2)^\frac{\partial}{\partial \mu} \left[ (1-\mu^2) \frac{\partial \Theta}{\partial \mu} \right] = \frac{\partial \Theta}{\partial \tau} \quad (3.2.2)
\]

which is subject to the boundary conditions

\[ \Theta(1, \mu, \tau') = 0 \]

and

\[ \Theta(R_f(\mu, \tau'), \mu, \tau') = 1 \]

for the liquid region the heat conduction and convection equation,

\[
\frac{1}{R} \frac{\partial}{\partial R} \left( R \frac{\partial \Theta^*}{\partial R} \right) - (1-\mu^2)^\frac{\partial}{\partial \mu} \left[ (1-\mu^2) \frac{\partial \Theta^*}{\partial \mu} \right] - \frac{(1-\mu^2)^\frac{\partial}{\partial \mu} \partial (\Psi, \Theta^*)}{R} = \frac{\partial \Theta^*}{\partial \tau^*} \quad (3.2.4)
\]

which is subject to the boundary conditions

\[ \Theta^*(R, \mu, \sigma) = 1 \]

and

\[ \Theta^*(R_f, \mu, \tau) = 0 \]

The equation governing the convective motion is

\[
\mathcal{D}_R^{*} \Psi = \frac{1}{Pr} \left\{ \frac{\partial}{\partial \tau^*} \mathcal{D}_R^{*} \Psi + (1-\mu^2)^\frac{\partial}{\partial \tau^*} \partial (\Psi, \mathcal{D}_R^{*} \Psi) \right. \\
\left. + Re (1-\mu^2)^\frac{\partial}{\partial \mu} \left[ \frac{\mu}{R} \frac{\partial \Theta^*}{\partial \mu} - \frac{\partial \Theta^*}{\partial R} \right] \right\} \\
\quad (3.2.6)
\]
where \( \Psi \) satisfies the boundary conditions

\[
\frac{\partial \Psi}{\partial R} = \frac{\partial \Psi}{\partial \mu} = 0 \quad \text{at} \quad R = R_f \quad \text{(3.2.7)}
\]

and the initial condition

\[
\frac{\partial \Psi}{\partial R} (R, \mu, 0) = 0 \quad \text{(3.2.8)}
\]

The dimensionless numbers \( Pr \) and \( Ra \) are defined by (2.2.10) and the operator \( D^2_R \) is defined by

\[
D^2_R = \frac{1}{R} \frac{\partial}{\partial R} \left[ R \frac{\partial}{\partial R} \right] + \left( 1 - \mu^2 \right) \frac{1}{R^2} \frac{\partial}{\partial \mu} \left[ (1 - \mu^2) \frac{\partial}{\partial \mu} \right] \quad \text{(3.2.9)}
\]

The latent heat condition at the interface is

\[
\beta \frac{\partial R}{\partial \tau'} = \left[ \frac{\partial \Theta}{\partial R} - \left( 1 - \mu^2 \right) \frac{\partial \Theta}{\partial \mu} \right] +
- \gamma \left[ \frac{\partial \Theta^*}{\partial R} - \left( 1 - \mu^2 \right) \frac{\partial \Theta^*}{\partial \mu} \right] \quad \text{(3.2.10)}
\]

For the same reasons as those given in section 2.2, the Neumann variables (2.2.17) and (2.2.18) together with the interface variable

\[
K(\mu, \tau) = \frac{(1 - R_f)}{2 \tau^*} \quad \text{(3.2.11)}
\]

are introduced. The previously established equations now become, for the solid,
This equation must satisfy the boundary conditions

\[ \Theta(0, \mu, \tau) = 0 \]  

and \[ \Theta(E, \mu, \tau) = 1 \]  

In the liquid region, \( \Theta^* \) is governed by the conduction-convection equation

\[
\frac{\partial}{\partial \tau^*} \left[ (1 - 2\tau^* \xi^*) \frac{\partial \Theta^*}{\partial \tau^*} \right] + (1 - \mu^2) 2\tau^* \frac{\partial}{\partial \mu} \left[ (1 - \mu^2) \frac{\partial \Theta^*}{\partial \mu} \right]  
- \frac{(1 - \mu^2) 4\tau^*}{(1 - 2\tau^* \xi^*)} \frac{\partial}{\partial \mu} \left[ (1 - \mu^2) \frac{\partial \Theta^*}{\partial \mu} \right]  
= (1 - 2\tau^* \xi^*) \left\{ 4\tau^* \frac{\partial \Theta^*}{\partial \tau^*} - 2\xi^* \frac{\partial \Theta^*}{\partial \xi^*} \right\}  
\]  

subject to the conditions,

\[ \Theta^*(\infty, \mu, 0) = 1 \]  

and \[ \Theta^* \left( \frac{E}{\lambda^*}, \mu, \tau^* \right) = 0 \]  

and also

\[ \frac{\partial \Theta^*}{\partial \tau^*} (\infty, \mu, 0) = \frac{\partial \Theta^*}{\partial \mu} (\infty, \mu, 0) = 0 \]  

(3.2.16)
The equation which governs the flow field is,

\[ \mathcal{D}_{\xi^*}^{\mu} \Phi = \frac{1}{Re} \left\{ \left( \frac{\partial}{\partial t^*} - \frac{\xi^*}{2t^*} \frac{\partial}{\partial \gamma^*} \right) \mathcal{D}_{\xi^*}^{\mu} \Phi + \right. \\
\left. - \frac{(1-\mu^2)^{1/2}}{(1-2t^{*2}\xi^*)} \frac{\partial (\Phi, \mathcal{D}_{\xi^*}^{\mu} \Phi)}{\partial (\xi^*, \mu)} + \text{Ra}(1-\mu^2)^{1/2} \left\{ \frac{\mu}{(1-2t^{*2}\xi^*)} \frac{\partial \Phi}{\partial \mu} + \frac{1}{2t^{*2}} \frac{\partial \Phi}{\partial \mu^*} \right\} \right\} \quad (3.2.17) \]

where \( \Phi \) satisfies the boundary conditions,

\[ \Phi = \frac{\partial \Phi}{\partial R} = \frac{\partial \Phi}{\partial \mu} = 0 \quad \text{at} \quad \xi^* = \frac{E_0}{\lambda^*} \]

and

\[ \frac{\partial \Phi}{\partial \xi^*} (\infty, \mu, 0) = 0 \quad (3.2.18) \]

The operator \( \mathcal{D}_{\xi^*}^{\mu} \) is now defined by

\[ \mathcal{D}_{\xi^*}^{\mu} = \frac{1}{4t^{*2}} \frac{\partial}{\partial \xi^{*2}} - \frac{1}{2t^{*2}(1-2t^{*2}\xi^*)} \frac{\partial}{\partial \xi^*} + \]

\[ + \frac{(1-\mu^2)^{1/2}}{(1-2t^{*2}\xi^*)} \frac{\partial}{\partial \mu} \left[ (1-\mu^2)^{1/2} \frac{\partial}{\partial \mu} \right] \quad (3.2.19) \]

whilst the Jacobian is again defined by \((2.2.28)\).

Finally the latent heat condition at the interface is

\[ \left[ \frac{1}{2t^{*2}} \frac{\partial \Phi}{\partial \xi^*} - \frac{2t^{*2}(1-\mu^2)^{1/2}}{(1-2t^{*2}\xi^*)} \frac{\partial \Phi}{\partial \mu} \frac{\partial \xi^*}{\partial \mu^*} \right]_{\xi^* = \xi} + \]
3.3 The Perturbation Procedure

The regular perturbation expansion as used to solve the equations for the spherical problem are used to solve this cylindrical problem. Nevertheless, before a summary of these expansions is given - purely for completeness - the form of the perturbation expansion for the stream function \( \Psi \) must also be resolved. Suppose that this function can be written as

\[
\Psi(\xi^*, \mu, \tau^*) = \Psi_n(\xi^*, \mu) \tau^{n-2}
\]

so that, substituting into the equation which governs the convective motion (3.2.14) and expanding for small \( \tau^* \), the following equation is obtained:

\[
\frac{1}{16 \tau^{*2}} \frac{\partial^2 \Psi_n(\xi^*, \mu)}{\partial \xi^{*2}} - \frac{1}{\Omega} \left\{ -\frac{1}{4 \tau^{*2}} \frac{\partial^2 \Psi_n(\xi^*, \mu)}{\partial \xi^{*2}} + \frac{n}{8 \tau^{*2}} \frac{\partial^2 \Psi_n(\xi^*, \mu)}{\partial \xi^{*2}} \right\} + o(\tau^{*n})
\]

\[
= \text{Ra} \frac{(1-\mu^2)^{\frac{1}{2}}}{2 \tau^{*2}} \frac{\partial \psi^*}{\partial \xi^*} + o(1)
\]

(3.3.2)
Comparing both sides of this equation, it can be seen that again \( n = \frac{3}{2} \).

Thus the perturbation expansion for the stream function is written as

\[
\Psi(t^*, \mu, \tau^*) = \sum_{n=3}^{\infty} \Psi_n(t^*, \mu) \tau^*^n
\]

\[(3.3.3)\]

Whilst the form of the perturbation expansion for \( \Psi \) is the same for both the spherical and cylindrical problems, it is interesting to compare equations (3.3.2) and (2.3.6). In particular, the terms on the right hand side differ by \((1-\mu^2)^{\frac{1}{2}}(1-2t^*\tau^*)\), a factor which will become more apparent later.

As in the case of the sphere, before all the boundary conditions can be found at the interface, Van Dyke's method must be employed to release \( \tau \) from the argument of each of the perturbation functions.

And so, to recapitulate, the expansions are

\[\theta(t^*, \mu, \tau^*) = \theta_0(t^*) + \tau^* \theta_1(t^*) + \tau^* \theta_2(t^*) + \cdots\]

\[(3.3.4)\]

\[\phi(t^*, \mu, \tau^*) = \phi_0^*(t^*) + \tau^* \phi_1^*(t^*) + \tau^* \phi_2^*(t^*) + \cdots\]

\[(3.3.5)\]

\[E(\mu, \tau) = E_0 + \tau^2 E_1 + \tau E_2 + \tau^3 E_3 + \cdots\]

\[(3.3.6)\]

\[\Phi(t^*, \mu, \tau^*) = \Phi_3(t^*, \mu) \tau^*^3 + \Phi_4(t^*, \mu) \tau^*^4 + \cdots\]

\[(3.3.7)\]
3.4 Determination of the Perturbation Functions

Substitution of these expansions into the equations governing the thermal field in the solid (3.2.12), the thermal field (3.2.14) and the convective motion (3.2.17) in the liquid as well as the latent heat condition at the interface gives the following differential equations on collecting terms of like powers of τ:

Zeroth Order

Collection of terms 0(1) gives the equation in the solid region which governs \( \phi \). That is,

\[
\frac{\partial^2 \phi}{\partial \tau^2} + 2 \frac{\partial \phi}{\partial \tau} = 0 \tag{3.4.1}
\]

which is subject to the boundary conditions

\( \phi(0) = 0 \)

and

\( \phi(\infty) = 1 \) \hspace{1cm} (3.4.2)

For the liquid region, the zeroth order perturbation function must satisfy the equation,

\[
\frac{\partial^2 \phi^*}{\partial \tau^*^2} + 2 \tau^* \frac{\partial \phi^*}{\partial \tau^*} = 0 \tag{3.4.3}
\]

subject to the boundary conditions,

\( \phi^*(0) = 0 \)

and

\( \phi^*(\infty) = 1 \) \hspace{1cm} (3.4.4)

It is not surprising that these equations and the boundary conditions...
are the same as those for the zeroth order in the spherical problem.

\( E_0 \) is determined by the latent heat condition

\[
2\beta E_0 = \left[ \frac{\partial \Theta_0}{\partial \xi} \right]_{\xi=0} - \frac{\xi}{\lambda^2} \left[ \frac{\partial \Theta_0^*}{\partial \xi^*} \right]_{\xi^*=\lambda^2} \tag{3.4.5}
\]

So, for the zeroth order, the value of \( E_0 \) obtained is the same for both the cylinder and the sphere. However, for higher orders it will be seen that the different geometries will produce differing equations and hence different results.

**First Order**

On equating terms \( O(\xi^3) \), the following equations for the first order perturbation functions \( \Theta_1 \), \( \Theta_1^* \), and \( E_1 \) are obtained:

for the solid region the thermal function \( \Theta_1 \) satisfies

\[
\frac{d^2 \Theta_1}{d \xi^2} + 2\xi \frac{d \Theta_1}{d \xi} - 2 \Theta_1 = 2 \frac{d \Theta_0}{d \xi} \tag{3.4.6}
\]

subject to the boundary conditions

\( \Theta_1(0) = 0 \)

and

\[
\left[ \Theta_1 + \xi \frac{d \Theta_0}{d \xi} \right]_{\xi=0} = 0 \tag{3.4.7}
\]

for the liquid region, \( \Theta_1^* \) satisfies the equation

\[
\frac{d^2 \Theta_1^*}{d \xi^*2} + 2\xi^* \frac{d \Theta_1^*}{d \xi^*} - 2 \Theta_1^* = 2 \xi \frac{d \Theta_0^*}{d \xi^*} \tag{3.4.8}
\]

subject to the boundary conditions
\[
\begin{bmatrix}
\Phi_1^+ + \frac{\epsilon_1}{\lambda} \frac{d\Phi_0^+}{d\xi^+}
\end{bmatrix} = 0
\]

and

\[\Phi_1^+(\infty) = 0\] (3.4.9)

In the interface equation \(E_1\) satisfies

\[
4\beta E_1 = \left[ \frac{d\Phi_1}{d\xi} - 2\epsilon_0 \epsilon_1 \frac{d\Phi_0}{d\xi} \right]_{\xi = \xi_0} + \\
-\gamma \left[ \frac{d\Phi_1^+}{d\xi^+} - 2\epsilon_0 \epsilon_1 \frac{d\Phi_0^+}{d\xi^+} \right]_{\xi^+ = \xi_0}
\] (3.4.10)

Second Order

The collection of terms of order \(\tau\) gives the equations:

For the solid region, \(\Phi_2\) satisfies,

\[
\frac{d^2 \Phi_2}{d\xi^2} + 2\xi \frac{d\Phi_2}{d\xi} - 4\Phi_2 = 4\xi \frac{d\Phi_0}{d\xi} + 2 \frac{d\Phi_1}{d\xi}
\]

subject to the boundary conditions

\[\Phi_2(0) = 0\] (3.4.11)

and

\[
\left[ \Phi_2 + \epsilon_1 \frac{d\Phi_1}{d\xi} + (\epsilon_2 - \epsilon_0 \epsilon_1^2) \frac{d\Phi_0}{d\xi} \right]_{\xi = \xi_0} = 0
\]

and for the liquid region, \(\Phi_2^+\) satisfies,

\[
\frac{d^2 \Phi_2^+}{d\xi^+} + 2\xi^+ \frac{d\Phi_2^+}{d\xi^+} - 4\Phi_2^+ = 4\xi^+ \frac{d\Phi_0^+}{d\xi^+} + 2 \frac{d\Phi_1^+}{d\xi^+}
\]

(3.4.12)
subject to the boundary conditions

\[
\left[ \frac{\partial^2}{\partial \xi^2} + \frac{\partial}{\partial \eta} \left( \frac{\partial}{\partial \eta} \right) + \left( \frac{\partial^2}{\partial \eta^2} - \frac{\partial}{\partial \xi^2} \right) \right] \Theta^* \bigg|_{\xi = \xi_0} = 0
\]

and

\[
\Theta^*_2 (\infty) = 0
\]

Finally, for this order, the interface equation which determines \( \Theta_2 \) is,

\[
b \Theta_2 = \left[ \frac{\partial^2}{\partial \xi^2} - 2 \varepsilon_0 \varepsilon_1 \frac{\partial}{\partial \xi} + \left( 2 \varepsilon_1 - 3 \varepsilon_1^2 + \varepsilon_0^2 \varepsilon_1^2 - 2 \varepsilon_0 \varepsilon_2 \right) \frac{\partial^2}{\partial \eta^2} \right] \Theta_0 \bigg|_{\xi = \xi_0} - \lambda^2 \gamma \left[ \frac{\partial^2}{\partial \xi^2} - 2 \varepsilon_0 \varepsilon_1 \frac{\partial}{\partial \xi} \right] \Theta^*_0 \bigg|_{\xi = \xi_0}
\]

\[
+ \left( \frac{2 \varepsilon^2}{\lambda^2} + \frac{\varepsilon_0^2 \varepsilon_1^2 - 2 \varepsilon_0 \varepsilon_2}{\lambda^2} \right) \frac{\partial^2}{\partial \eta^2} \Theta^*_0 \bigg|_{\xi = \xi_0}
\]

Third Order

As with the sphere, equating terms of order \( \xi^5 \) (or equivalently \( \Theta^*_5 \)) gives the equation which determines the flow field perturbation function

\( \Phi_3 (\xi^0, \mu) \).

For the solid region the thermal function \( \Theta_3 \) satisfies the equation,

\[
\frac{d^2 \Theta_3}{d \xi^2} + 2 \gamma \frac{d \Theta_3}{d \xi} - 6 \Theta_3 = 8 \gamma \frac{d \Theta_0}{d \xi} + 4 \gamma \frac{d \Theta_1}{d \xi} + 2 \frac{d \Theta_2}{d \xi}
\]

(3.4.15)

and is subject to the boundary conditions,

\( \Theta_3 (0) = 0 \)
and
\[
\left[ \mathcal{Q}_3^* + \frac{\varepsilon_1 \mathcal{Q}_3^*}{\lambda} + \frac{\varepsilon_2 - \varepsilon_0 \varepsilon_1^2}{\lambda^2} \right] \frac{d\mathcal{Q}_3^*}{d\gamma^*} + \left( \frac{\varepsilon_3^2 - \frac{4}{3} \varepsilon_1^3 + \frac{2}{3} \varepsilon_0 \varepsilon_1^2 + 2 \varepsilon_0 \varepsilon_1 \varepsilon_2}{\lambda^3} \right) \frac{d\mathcal{Q}_3^*}{d\gamma^*} = 0 \tag{3.4.18}
\]
subject to the conditions,
\[
\left[ \mathcal{Q}_3^* + \frac{\varepsilon_1 \mathcal{Q}_3^*}{\lambda} \right] \frac{d\mathcal{Q}_3^*}{d\gamma^*} + \left( \frac{\varepsilon_3^2 - \frac{4}{3} \varepsilon_1^3 + \frac{2}{3} \varepsilon_0 \varepsilon_1^2 + 2 \varepsilon_0 \varepsilon_1 \varepsilon_2}{\lambda^3} \right) \frac{d\mathcal{Q}_3^*}{d\gamma^*} \right]_{\gamma^* = \varepsilon_0} = 0
\]
and
\[
\mathcal{Q}_3^*(\infty) = 0 \tag{3.4.19}
\]

\(E_3\) is determined by the interface equation
\[
8 \beta E_3 = \left[ \frac{\mathcal{Q}_3^*}{\lambda^2} - 2 \varepsilon_0 \varepsilon_1 \frac{d\mathcal{Q}_2}{d\gamma} + \left( 2 \varepsilon_1 - 4 \varepsilon_1^2 + -2 \varepsilon_0 \varepsilon_2 + \frac{2}{3} \varepsilon_0 \varepsilon_1^2 \right) \frac{d\mathcal{Q}_1}{d\gamma} + \left( 4 \varepsilon_0 \varepsilon_1 - 4 \varepsilon_0 \varepsilon_1^2 - 2 \varepsilon_0 \varepsilon_3 + \frac{3}{2} \varepsilon_0 \varepsilon_1 \varepsilon_2 \right) \frac{d\mathcal{Q}_0}{d\gamma} \right]_{\gamma^* = \varepsilon_0}
- \frac{\varepsilon_3^2 - \frac{4}{3} \varepsilon_1^3 + \frac{2}{3} \varepsilon_0 \varepsilon_1^2 + 2 \varepsilon_0 \varepsilon_1 \varepsilon_2 + 4 \varepsilon_0 \varepsilon_1 \varepsilon_2 \varepsilon_0}{\lambda^3} + \left( \frac{2 \varepsilon_1 - 4 \varepsilon_1^2}{\lambda^3} + \frac{2}{3} \varepsilon_0 \varepsilon_1 \varepsilon_2 \right) \frac{d\mathcal{Q}_0}{d\gamma} \right]_{\gamma^* = \varepsilon_0}
- \frac{\varepsilon_3^2 - \frac{4}{3} \varepsilon_1^3 + \frac{2}{3} \varepsilon_0 \varepsilon_1^2 + 2 \varepsilon_0 \varepsilon_1 \varepsilon_2 + 4 \varepsilon_0 \varepsilon_1 \varepsilon_2 \varepsilon_0}{\lambda^3} + \left( \frac{2 \varepsilon_1 - 4 \varepsilon_1^2}{\lambda^3} + \frac{2}{3} \varepsilon_0 \varepsilon_1 \varepsilon_2 \right) \frac{d\mathcal{Q}_0}{d\gamma} \right]_{\gamma^* = \varepsilon_0}
- \frac{\varepsilon_3^2 - \frac{4}{3} \varepsilon_1^3 + \frac{2}{3} \varepsilon_0 \varepsilon_1^2 + 2 \varepsilon_0 \varepsilon_1 \varepsilon_2 + 4 \varepsilon_0 \varepsilon_1 \varepsilon_2 \varepsilon_0}{\lambda^3} + \left( \frac{2 \varepsilon_1 - 4 \varepsilon_1^2}{\lambda^3} + \frac{2}{3} \varepsilon_0 \varepsilon_1 \varepsilon_2 \right) \frac{d\mathcal{Q}_0}{d\gamma} \right]_{\gamma^* = \varepsilon_0}
The function $\Psi_3$ is governed by the fourth order partial differential equation,

$$
\frac{d^4 \Psi_3}{d \xi_*^4} + \frac{2 \eta_*}{Pr} \frac{d^3 \Psi_3}{d \xi_*^3} - \frac{2}{Pr} \frac{d^2 \Psi_3}{d \xi_*^2} = 8Ra(1-\mu^2)^2 \frac{d \Theta_0^*}{d \xi_*^*} 
$$

(3.4.21)

and is subject to the conditions,

$$
\Psi_3\left(\frac{\xi_*}{\lambda_*}, \mu \right) = \frac{d \Psi_3}{d \xi_*} \left(\frac{\xi_*}{\lambda_*}, \mu \right) = 0
$$

(3.4.22)

and

$$
\frac{d \Psi_3}{d \xi_*^*} \left(\xi_*^*, \mu \right) \to 0 \quad \text{as} \quad \xi_*^* \to \infty
$$

(3.4.23)

Utilising the method of separation of variables, this equation can be simplified by writing the flow field perturbation function $\Psi_3$ as,

$$
\Psi_3(\xi_*^*, \mu) = 8Ra(1-\mu^2)^2 \Theta_3(\xi_*^*)
$$

(3.4.24)

Substitution of (3.4.24) into (3.4.21) and the conditions (3.4.22) and (3.4.23) gives the fourth order ordinary differential equation,

$$
\frac{d^4 \Psi_3}{d \xi_*^4} + \frac{2 \xi_*}{Pr} \frac{d^3 \Psi_3}{d \xi_*^3} - \frac{2}{Pr} \frac{d^2 \Psi_3}{d \xi_*^2} = \frac{d \Theta_0^*}{d \xi_*^*}
$$

(3.4.25)
which is subject to the boundary conditions,

$$\overline{\psi}_3 = \frac{d \overline{\psi}_3}{d \xi^*} = 0 \quad \text{at} \quad \xi^* = \frac{L_s}{2}$$ \hspace{1cm} (3.4.26)

and

$$\frac{d \overline{\psi}_3}{d \xi^*} \rightarrow 0 \quad \text{as} \quad \xi^* \rightarrow \infty$$ \hspace{1cm} (3.4.27)

### Fourth Order

The dependency of the perturbation functions $$\overline{\Theta}_4$$, $$\overline{\Theta}_4^*$$ and $$E_4$$ on $$\mu$$ becomes apparent in the equations obtained from the terms of order $$\xi^*$$. Investigation of the fourth order thermal field equation for the liquid reveals the inclusion of a term,

$$2(1-\mu^2)^{\frac{1}{2}} \overline{\psi}_3 \frac{d \overline{\Theta}_4^*}{d \mu} \frac{d \xi^*}{d \xi^*}$$ \hspace{1cm} (3.4.28)

Substitution of (3.4.24) into (3.4.28) gives,

$$-16 \overline{Ra} \overline{\psi}_3 \frac{\alpha \overline{Theta}}{d \xi^*} \mu \frac{d \xi^*}{d \xi^*}$$ \hspace{1cm} (3.4.29)

It is interesting at this point to compare this term with (2.4.29).

Again, the separation of variables technique is employed and the following variables are introduced:

$$\overline{\Theta}_4(\xi, \mu) = \overline{\Theta}_4(\xi) + \mu \overline{\Theta}_4^*(\xi)$$ \hspace{1cm} (3.4.30)

$$\overline{\Theta}_4^*(\xi, \mu) = \overline{\Theta}_4^*(\xi) + \mu \overline{\Theta}_4^*(\xi)$$ \hspace{1cm} (3.4.31)
and 
\[ \mathbf{F}_4(\mu) = \mathbf{\bar{F}}_4 + \mu \mathbf{\bar{F}}_4 \]  
(3.4.32)

Substitution of these variables into the fourth order equations produces two systems of differential equations; the single bar and the double bar. These are denoted, as in the case of the sphere, by \( \cdot \cdot \) and \( = = \) respectively.

**Fourth Order Single Bar System**

The solid thermal function \( \mathbf{\bar{\Theta}}_4 \) satisfies the equation,
\[
\frac{d^2 \mathbf{\bar{\Theta}}_4}{d\ell^2} + 2i \frac{d \mathbf{\bar{\Theta}}_4}{d\ell} - 8 \mathbf{\bar{\Theta}}_4 = 16i^3 \frac{d \mathbf{\Theta}_0}{d\ell} + \\
+ 8i^2 \frac{d \mathbf{\Theta}_1}{d\ell} + 4i \frac{d \mathbf{\Theta}_2}{d\ell} + 2 \frac{d \mathbf{\Theta}_3}{d\ell} 
\]
(3.4.33)

which is subject to the boundary conditions,
\[
\mathbf{\bar{\Theta}}_4(0) = 0 
\]
and
\[
\left[ \mathbf{\bar{\Theta}}_4 + E_1 \frac{d \mathbf{\Theta}_3}{d\ell} + (E_2 - E_0 E_1^2) \frac{d \mathbf{\Theta}_2}{d\ell} + \\
\left( E_3 + E_1^2 - 2E_1^3 - 2E_0 E_1 E_2 + \frac{2}{3} E_0^2 E_3 \right) \frac{d \mathbf{\Theta}_1}{d\ell} + \\
+ \left( 2E_0 E_1^2 + \frac{19}{6} E_0 E_1^4 - 2E_0 E_1 E_3 - 5E_1^2 E_2 - E_0 E_2^2 + \\
+ 2E_1 E_2 + \mathbf{\bar{E}}_4 - \frac{4}{3} E_0 E_1^3 + 2E_0^2 E_1^2 E_2 - \frac{E_0^3 E_4}{3} \right) \frac{d \mathbf{\Theta}_0}{d\ell} \right] 
\]
\[ \ell = \lambda_0 \]
\[ = 0 \]
The liquid thermal function $\bar{\Theta}_4^*$ satisfies the equation,

$$
\frac{d^2 \bar{\Theta}_4^*}{d\xi^2} + 27 \frac{d \bar{\Theta}_4^*}{d\xi} - 8 \bar{\Theta}_4^* = 16 \bar{\Theta}_5^{*3} \frac{d\bar{\Theta}_5^*}{d\xi^2} + \\
+ 8 \bar{\Theta}_5^{*2} \frac{d\bar{\Theta}_1^*}{d\xi} + 4 \bar{\Theta}_1^* \frac{d\bar{\Theta}_2^*}{d\xi} + 2 \frac{d\bar{\Theta}_3^*}{d\xi} \\
\tag{3.4.35}
$$

subject to the boundary conditions,

$$
\int \left[ \frac{\bar{\Theta}_4^*}{\lambda} \frac{d \bar{\Theta}_3^*}{d\xi} + \left( \frac{E_2}{\lambda^2} - \frac{E_0 E_1^2}{\lambda^3} \right) \frac{d \bar{\Theta}_2^*}{d\xi} + \\
+ \left( \frac{E_0^2}{\lambda^2} + \frac{E_1^2}{\lambda^3} - \frac{2E_0^2 E_1 E_2}{\lambda^3} + \frac{2E_0 E_1}{\lambda^4} \right) \frac{d \bar{\Theta}_4^*}{d\xi} + \\
+ \left( \frac{2E_0 E_1}{\lambda^2} + \frac{19E_0 E_1^2}{\lambda^3} - \frac{2E_0 E_1}{\lambda^4} \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \\
+ \left( \frac{5E_0 E_1 E_2}{\lambda^2} + \frac{E_0 E_1}{\lambda^3} \right) \frac{d \bar{\Theta}_2^*}{d\xi} + \\
+ \left( \frac{5E_0 E_1 E_2}{\lambda^2} + \frac{E_0 E_1}{\lambda^3} \right) \frac{d \bar{\Theta}_3^*}{d\xi} \right] = 0
\tag{3.4.36}
$$

and

$$
\bar{\Theta}_4^*(\infty) = 0
$$

$\bar{E}_4$ is determined by the interface equation

$$
10\bar{E}_4 = \left[ \frac{d \bar{\Theta}_4^*}{d\xi} - \frac{2E_0 E_1 d \bar{\Theta}_3^*}{d\xi} + \left( 2E_1 - 5E_1^2 - 2E_0 E_2 \\
+ 2E_0^2 E_1^2 \right) \frac{d \bar{\Theta}_1^*}{d\xi} + \left( 4E_0 E_1 - 10E_1 E_2 + \frac{32E_0 E_1^3}{3} + 2E_2 - 2E_0 E_2 \\
- 4E_0 E_1^2 + 4E_0^3 E_1 E_2 - \frac{4}{3}E_0^3 E_1^3 \right) \frac{d \bar{\Theta}_2^*}{d\xi} + \left( 8E_0^2 E_1 - 10E_1 E_2 \\
- \frac{28E_0^3}{3} + 30E_0^2 E_1 E_2 - \frac{34}{3}E_0^2 E_1^4 + \frac{55E_0^4 E_1^4}{6} + 4E_0 E_2 - 5E_2 \\
+ 2E_2 - 2E_0 E_4 + 4E_1^2 - 8E_0^2 E_1^2 + 2E_0 E_2 + 8E_0 E_2 \\
+ 4E_0 E_2 E_3 + 4E_0^2 E_1^2 - 4E_0^3 E_1 E_2 + \frac{2}{3}E_0^4 E_1^4 \right) \frac{d \bar{\Theta}_5^*}{d\xi} \right]_{\xi = E_0}
$$
The fourth order functions $\bar{\Theta}_+$, $\bar{\Theta}_+$ and $\bar{E}_4$ satisfy the following equations:

for the solid region,

$$\frac{d^2 \bar{\Theta}_+}{d \xi^2} + 2 \xi \frac{d \bar{\Theta}_+}{d \xi} - 8 \bar{\Theta}_+ = 0$$

subject to the boundary conditions,

$$\bar{\Theta}_+(0) = 0$$

and

$$\left[ \bar{\Theta}_+ + \bar{E}_4 \frac{d \bar{\Theta}_0}{d \xi} \right]_{\xi = \xi_0} = 0$$

and for the liquid region,

$$\frac{d^2 \bar{\Theta}_+}{d \xi^2} + 2 \xi \frac{d \bar{\Theta}_+}{d \xi} - 8 \bar{\Theta}_+ = -16 \bar{R}_a \bar{B}_4 \frac{d \bar{\Theta}_0}{d \xi}$$

$$(3.4.38)$$

Fourth Order Double Bar System

$$(3.4.39)$$

$$(3.4.40)$$
subject to the boundary conditions

\[
\left[ \frac{\partial \tilde{\Omega}_4^*}{\partial \xi^*} + \frac{E_4^*}{\lambda^2} \frac{\partial \Omega_0^*}{\partial \xi^*} \right]_{\xi^* = \epsilon_0} = 0
\]

and

\[
\tilde{\Omega}_4^*(\infty) = 0
\]  

(3.4.41)

The interface equation which determines \( \tilde{E}_4 \) is,

\[
10 \beta \tilde{E}_4 = \left[ \frac{d \tilde{\Omega}_4}{d \xi^*} - 2 \epsilon_0 \tilde{E}_4 \frac{d \Omega_0}{d \xi^*} \right]_{\xi^* = \epsilon_0} + \left[ \lambda^3 \gamma \left( \frac{d \tilde{\Omega}_4^*}{d \xi^*} - 2 \epsilon_0 \tilde{E}_4 \frac{d \Omega_0^*}{d \xi^*} \right) \right]_{\xi^* = \epsilon_0}
\]

(3.4.42)

On equating terms of order \( \tau^* \) in the flow field equation, the perturbation function \( \Psi_4 \) is found to be governed by the equation,

\[
\frac{\partial^2 \Psi_4}{\partial \xi^* \partial \tau^*} + \frac{2 \tau^*}{\hat{P}} \frac{\partial^3 \Psi_4}{\partial \tau^* \partial \xi^*^2} - \frac{4 \tau^*}{\hat{P}} \frac{\partial^2 \Psi_4}{\partial \xi^*^2} = 8 \gamma_0 (1 - \mu^2) \frac{d \Omega_0^*}{d \xi^*}
\]

(3.4.43)

The boundary conditions are,

\[
\left[ \Psi_4^* + \frac{\epsilon_0}{\lambda} \frac{\partial \Psi_3}{\partial \xi^*} \right]_{\xi^*} = \epsilon_0
\]

and

\[
\left[ \frac{\partial \Psi_4}{\partial \xi^*} + \frac{\epsilon_0}{\lambda} \frac{\partial^2 \Psi_3}{\partial \xi^*^2} \right]_{\xi^*} = \epsilon_0
\]  

(3.4.44)
and also
\[ \frac{\partial \Xi^*}{\partial \xi^*} \rightarrow 0 \quad \infty \quad \xi^* \rightarrow \infty \quad (3.4.45) \]

Introducing the separable variables
\[ \Xi^*(\xi^*, \mu) = \text{Ra}(1 - \mu^2)^4 \Xi^*(\xi^*) \quad (3.4.46) \]

and again utilising (3.4.24), the fourth order differential equation (3.4.43) becomes,
\[ \frac{d^4 \Xi^*}{d \xi^*^4} + \frac{2 \mu^*}{Pr} \frac{d^3 \Xi^*}{d \xi^*^3} - \frac{4 \mu^2}{Pr} \frac{d^2 \Xi^*}{d \xi^*^2} = \frac{d \Phi^*}{d \xi^*} \quad (3.4.47) \]

subject to the conditions
\[ \Xi^* (\xi^*) = 0 \quad (3.4.48) \]
\[ \left[ \frac{d \Xi^*}{d \xi^*} + \frac{E}{\lambda} \frac{d^2 \Xi^*}{d \xi^*^2} \right]_{\xi^* = \frac{E}{\lambda}} = 0 \]

and
\[ \frac{d \Xi^*}{d \xi^*} \rightarrow 0 \quad \infty \quad \xi^* \rightarrow \infty \quad (3.4.49) \]

where the second boundary condition in (3.4.26) has been used to simplify the first boundary condition in (3.4.44).

**Fifth Order**

Investigation of the thermal field equation for the liquid reveals the presence of the terms...
Substituting (3.4.24) and (3.4.46) into these terms gives,

\[-8Ra\left(2\frac{d\xi}{d\tau^*} + 4T^*\frac{d\xi}{d\tau^*} + 2\frac{d\xi}{d\tau^*}\right)\mu (3.4.51)\]

and so the fifth order perturbation functions can be written as,

\[\Xi_s(\tau, \mu) = \Xi_5(\tau) + \mu \Xi_5(\tau), \quad (3.4.52)\]

\[\Xi_s^*(\tau^*, \mu) = \Xi_5^*(\tau^*) + \mu \Xi_5^*(\tau^*), \quad (3.4.53)\]

and

\[\Xi_s(\mu) = \Xi_s + \Xi_s^* \mu \quad (3.4.54)\]

Substitution of these variables together with (3.4.30) - (3.4.32) gives the single and double bar systems of differential equations.

**Fifth Order Single Bar System**

For the solid region \(\Xi_s\), satisfies the equation,

\[
\frac{d^2\Xi_s}{d\tau^2} + 2T\frac{d\Xi_s}{d\tau} + 10\Xi_s = 32T^* \frac{d\Xi_0}{d\tau^*} + 16T^*\frac{d\Xi_1}{d\tau^*} + 8T^2\frac{d\Xi_2}{d\tau^*} + 4T^3\frac{d\Xi_3}{d\tau^*} + 2T^4\frac{d\Xi_4}{d\tau^*}
\]

\[(3.4.55)\]
subject to the boundary conditions

\[ \Theta_5(c) = 0 \]

and

\[
\begin{bmatrix}
\Theta_5 + E_1 \frac{d \Theta_4}{d x} + (E_2 - E_0 E_3^2) \frac{d \Theta_3}{d x} + (E_3 + E_1^2 + \\
- \frac{8}{3} E_1^3 - 2 E_0 E_1 E_2 + \frac{2}{3} E_0 E_1 E_3^2) \frac{d \Theta_2}{d x} + (E_4 + 2 E_0 E_1^2 + \\
- 7 E_1^2 E_2 + \frac{9}{2} E_0 E_1 E_4^2 - 6 E_2^2 + 2 E_1 E_2 - 2 E_0 E_1 E_3 - \frac{4}{3} E_0 E_3^2 \\
+ 2 E_0^2 E_1 E_2 - E_3 E_1 E_4^2 + \frac{3}{3}) \frac{d \Theta_1}{d x} + \left( E_5 + 4 E_0^2 E_1^2 - 6 E_1 E_2 \\
- 4 E_1^4 + \frac{6}{3} E_1^5 + E_2^2 - 6 E_1 E_2^2 + 4 E_0 E_1 E_2 + 2 E_1 E_3 + \\
- 2 E_0 E_1 E_4 - 2 E_0 E_2 E_3 + \frac{4}{3} E_1^3 - \frac{8}{3} E_0 E_1 E_3^2 + \frac{16}{3} E_0 E_3^2 E_2 \\
+ 2 E_0^2 E_1 E_3 - 4 E_0 E_1^2 E_2 + 2 E_0^2 E_1^2 E_2 + E_2^2 E_1 E_4^4 + \\
- \frac{16}{3} E_0^3 E_1 E_2^2 + \frac{2}{3} E_0^4 E_1^3 - \frac{61}{15} E_0 E_1 E_3^5 \right) \frac{d \Theta_0}{d x} \end{bmatrix} = 0
\]

For the liquid region \( \Theta_5^* \) satisfies the equation,

\[
\frac{d^3 \Theta_5^*}{d z^*} + 2 \frac{d^2 \Theta_5^*}{d z^*} - 10 \Theta_5^* = 32 \frac{d \Theta_5^*}{d z^*} \\
+ 16 \frac{d^3 \Theta_5^*}{d z^*} + 8 \frac{d^2 \Theta_5^*}{d z^*} + 4 \frac{d \Theta_5^*}{d z^*} + 2 \frac{d \Theta_5^*}{d z^*}
\]

\[(3.4.57)\]
subject to the conditions

\[
\begin{bmatrix}
\lambda \xi^* + \frac{\eta}{\lambda} \frac{d\xi^*}{d\xi} + \left( \frac{E_2 - E_0 E_3}{\lambda^2} \right) \frac{d\xi^*}{d\xi} + \\
+ \left( \frac{E_3}{\lambda^2} - \frac{2E_0 E_1 E_2}{\lambda^3} - \frac{2E_0^2 E_3}{\lambda^3} \right) \frac{d\xi^*}{d\xi} + \\
+ \left( \frac{E_4}{\lambda^2} - \frac{2E_0^2 E_2}{\lambda^3} + \frac{9E_0 E_4}{\lambda^3} - \frac{6E_0^2 E_2}{\lambda^3} + \frac{2E_1 E_2}{\lambda^3} \right) \frac{d\xi^*}{d\xi} + \\
- \frac{2E_0 E_1 E_3}{\lambda^3} - \frac{4E_0 E_1^3}{\lambda^3} + \frac{2E_0^2 E_2 E_3 - E_0 E_4}{\lambda^3} \frac{d\xi^*}{d\xi} + \\
\left( \frac{E_5}{\lambda^3} + \frac{4E_0 E_1^2}{\lambda^3} - \frac{6E_0 E_3}{\lambda^3} - \frac{4E_1^5}{\lambda^3} + \frac{6E_1 E_5}{\lambda^3} + \frac{E_2}{\lambda^3} - \frac{6E_1 E_5}{\lambda^3} \right) \frac{d\xi^*}{d\xi} + \\
+ \left( \frac{E_6}{\lambda^3} - \frac{8E_0 E_1^2 E_3}{\lambda^3} + \frac{4E_0 E_1^3 E_2}{\lambda^3} - \frac{2E_0 E_2 E_4}{\lambda^3} - \frac{2E_0^2 E_3 E_2}{\lambda^3} + \frac{E_0 E_4 E_2}{\lambda^3} + \frac{2E_0^2 E_2 E_3}{\lambda^3} \right) \frac{d\xi^*}{d\xi} + \\
- \frac{8E_0^2 E_1^3}{\lambda^3} + \frac{4E_0 E_1^3 E_2}{\lambda^3} - \frac{2E_0^2 E_1 E_3}{\lambda^3} - \frac{4E_0 E_2 E_4}{\lambda^3} + \frac{2E_0^2 E_2 E_3}{\lambda^3} + \frac{E_0 E_4 E_2}{\lambda^3} + \frac{2E_0^2 E_1^3 E_2}{\lambda^3} \right) \frac{d\xi^*}{d\xi} = 0
\end{bmatrix}
\]

\[
12\beta E_5 = \left[ \frac{d\Theta^*}{d\xi} - 2E_0 E_1 \frac{d\Theta^*}{d\xi} + \left( 2E_1 - 6E_2^2 \right) \frac{d\Theta^*}{d\xi} - 2E_0 E_2 + 2E_0^3 E_3 \right] \frac{d\Theta^*}{d\xi} + \left( 4E_0 E_1 - 12E_1 E_2 + 40E_0 E_1^3 + \right) \frac{d\Theta^*}{d\xi}
\]

and

\[
\Theta^*(\infty) = 0
\]

The interface equation which determines the perturbation function $E_5$ is,

\[
12\beta E_5 = \left[ \frac{d\Theta^*}{d\xi} - 2E_0 E_1 \frac{d\Theta^*}{d\xi} + \left( 2E_1 - 6E_2^2 \right) \frac{d\Theta^*}{d\xi} - 2E_0 E_2 + 2E_0^3 E_3 \right] \frac{d\Theta^*}{d\xi} + \left( 4E_0 E_1 - 12E_1 E_2 + 40E_0 E_1^3 + \right) \frac{d\Theta^*}{d\xi}
\]
\[
\begin{align*}
&+ 2E_2 - 2E_0E_3 - 4E_0E_1^2 + 4E_0^2E_1 E_2 - \frac{4E_0^3E_1^3}{3} \frac{d\Omega_2}{d\gamma} + \\
&\quad + \left( 16E_1^4 - 12E_1E_3 - 12E_3^2 + 8E_0E_1 + 38E_0E_1^2 E_2 + 4E_0^3E_1^3 \\
&\quad + 4E_0E_2 - 6E_3^2 + 2E_3 - 2E_0E_4 + 4E_1^2 - 8E_0^2E_1^3 - 15E_0^2E_1^4 + \\
&\quad + 2E_0E_2^2 - 8E_0E_1E_2 + 4E_0^2E_1E_3 - 4E_0^3E_1E_2 + \frac{2E_0^4E_1^4}{3} \right) \frac{d\Omega_1}{d\gamma} + \\
&\quad + \left( 16E_0^3E_1 + 36E_0E_1^2E_3 - 12E_1E_4 - \frac{88E_0E_1^3}{3} + \frac{79E_0E_1^4}{3} \\
&\quad - \frac{106E_0E_1^3}{3} + 52E_3E_2 + 36E_0E_1E_3^2 - 34E_1^2E_2 - 164E_0^3E_1^3E_2 \\
&\quad + \frac{34E_0^3E_1^3}{3} + 8E_0E_2 - 4E_0^2E_1^5 + \frac{8E_0^4E_1^3E_3}{15} - 4E_0^3E_1E_3 + \\
&\quad - \frac{8E_0^3E_1^4}{3} - 12E_3E_2 + 2E_4 + 4E_0E_3 - 2E_0E_5 - 16E_0E_1^2 + \\
&\quad - 4E_0E_2 + 8E_1E_2 + 16E_0E_1 - 16E_0^2E_1E_2 - 8E_0E_1E_3 + \\
&\quad + 4E_0E_1E_4 + 4E_0^2E_2E_3 - 4E_0^3E_1E_2 + 12E_0^2E_1^2E_2 + \\
&\quad + 8E_0^3E_1^3 \right) \frac{d\Theta_0}{d\gamma} - \lambda^2 \gamma \left[ \frac{d\Theta_0^*}{d\gamma} + \\
&\quad - \frac{2E_0E_1}{\lambda^{3/2}} \frac{d\Theta_0^*}{d\gamma} + \left( \frac{2E_1 - 6E_1^2}{\lambda} - \frac{2E_0E_2 + 2E_0^2E_1^2}{\lambda^3} \right) \frac{d\Theta_3^*}{d\gamma} + \\
&\quad + \left( \frac{4E_0E_1}{\lambda^{3/2}} - \frac{12E_1E_2}{\lambda^{5/2}} + \frac{4E_0E_1^3}{3 \lambda^{7/2}} + \frac{2E_2 - 2E_0E_3}{\lambda^{9/2}} + \\
&\quad - \frac{4E_0E_2^2}{\lambda^{5/2}} + \frac{4E_3E_1E_2}{\lambda^{7/2}} - \frac{4E_3^3E_1^3}{3 \lambda^{9/2}} \right) \frac{d\Theta_2^*}{d\gamma} + \right]
\end{align*}
\]
\[
\begin{align*}
&+ \left( \frac{16 E_0^4}{\lambda^4} - 12 E_0^2 E_1^2 - 12 E_1^4 + \frac{8 E_0^2 E_1}{\lambda^2} + \frac{38 E_0 E_1^2 E_2}{\lambda^4} + \\
&\quad + 4 E_0^3 E_1^3 - \frac{4 E_0^2 E_2}{\lambda^2} - \frac{6 E_0^2}{\lambda^2} + \frac{2 E_0^2}{\lambda^2} - \frac{2 E_0 E_2^2}{\lambda^2} + \frac{4 E_0^2}{\lambda^2} - \frac{8 E_0^2 E_1^2}{\lambda^2} \\
&\quad - 15 E_0 E_1 E_2^2 + 2 E_0^2 E_2^2 - 8 E_0 E_1^2 E_2 - 4 E_0^2 E_1 E_2 - 4 E_0^3 E_1^2 E_2 + \\
&\quad + \frac{2 E_0^5 E_1^5}{3 \lambda^6} \right) \frac{d\mathbf{F}(\lambda)}{d\frac{1}{\lambda}} + \left( \frac{16 E_0^3 E_1}{\lambda^{10}} + \frac{36 E_0 E_1^2 E_3}{\lambda^{10}} - \frac{12 E_1 E_4}{\lambda^{10}} \\
&\quad - \frac{32 E_0^3}{3 \lambda^{12}} + \frac{79 E_0 E_1}{3 \lambda^{12}} - \frac{106 E_0 E_1}{3 \lambda^{12}} + \frac{52 E_0^2 E_2}{3 \lambda^{12}} + \frac{36 E_0 E_1^2 E_2}{\lambda^{12}} - \\
&\quad - \frac{34 E_0 E_3}{\lambda^{12}} - \frac{164 E_0^2 E_1^3 E_2}{3 \lambda^{12}} + \frac{34 E_0^3 E_1^3}{3 \lambda^{12}} + \frac{8 E_0^2 E_2}{\lambda^{12}} + \\
&\quad + \frac{4 E_0^5 E_1^5}{15 \lambda^{12}} + \frac{8 E_0^5 E_1^3 E_2}{3 \lambda^{12}} - \frac{4 E_0^3 E_1^3 E_2}{3 \lambda^{12}} - \frac{8 E_0^2 E_1^4}{\lambda^{12}} + \\
&\quad - \frac{4 E_0 E_3^2}{\lambda^{12}} + \frac{2 E_0 E_3}{\lambda^{12}} - \frac{4 E_0 E_5}{\lambda^{12}} - \frac{2 E_0 E_5}{\lambda^{12}} - \frac{16 E_0 E_1^2}{\lambda^{12}} + \\
&\quad - \frac{4 E_0 E_1^2}{\lambda^{12}} + \frac{8 E_1 E_2}{\lambda^{12}} + \frac{16 E_0 E_1^2}{\lambda^{12}} - \frac{16 E_0 E_1 E_2}{\lambda^{12}} - \frac{8 E_0 E_1 E_3}{\lambda^{12}} + \\
&\quad + \frac{16 E_0^2 E_1 E_4}{\lambda^{12}} + \frac{4 E_0^2 E_2 E_3}{\lambda^{12}} - \frac{4 E_0^3 E_1 E_2^2}{\lambda^{12}} + \frac{12 E_0^2 E_1^2 E_2}{\lambda^{12}} + \\
&\quad + \frac{8 E_0^3 E_1^3}{\lambda^{12}} \right] \mathbf{F}(\lambda) = \frac{E_0}{\lambda^4}
\end{align*}
\]
Fifth Order Double Bar System

For the solid region, $\hat{\Theta}_s$ satisfies the equation,

$$\frac{d^2 \hat{\Theta}_s}{d\xi^2} + 2\frac{d\hat{\Theta}_s}{d\xi} - 10 \hat{\Theta}_s = 2 \frac{d\hat{\Theta}_4}{d\xi}$$

subject to the boundary conditions,

$$\hat{\Theta}_s(\alpha) = 0$$

and

$$\left[ \hat{\Theta}_s + E_4 \frac{d\hat{\Theta}_4}{d\xi} + \bar{E}_4 \frac{d\bar{\Theta}_1}{d\xi} + \left( \bar{E}_5 - 2E_0E_4E_4 \right) \frac{d\bar{\Theta}_0}{d\xi} \right] = 0 \quad \xi = \alpha$$

For the liquid region, $\bar{\Theta}_s^*$ satisfies the equation,

$$\frac{d^2 \bar{\Theta}_s^*}{d\xi^2} + 2\frac{d\bar{\Theta}_s^*}{d\xi} - 10 \bar{\Theta}_s^* = 2 \frac{d\bar{\Theta}_4^*}{d\xi} +$$

$$-16\Xi_3 \frac{d\bar{\Theta}_3^*}{d\xi} - 32\Xi_3 \bar{\Xi}_3 \frac{d\bar{\Theta}_3^*}{d\xi} - 16\Xi_4 \frac{d\bar{\Theta}_4^*}{d\xi}$$

subject to the boundary conditions,

$$\left[ \bar{\Theta}_s^* + \Xi_4 \frac{d\bar{\Theta}_4^*}{d\xi} + \bar{\Xi}_4 \frac{d\bar{\Theta}_4^*}{d\xi} + \left( \bar{E}_5 - 2E_0E_4E_4 \right) \frac{d\bar{\Theta}_0^*}{d\xi} \right] = 0 \quad \xi = \alpha$$

The interface equation which determines $\bar{E}_5$ is,

$$\left[ \frac{d\bar{\Theta}_5}{d\xi} - 2E_0E_4 \frac{d\bar{\Theta}_4}{d\xi} - 2E_0\bar{E}_4 \frac{d\bar{\Theta}_1}{d\xi} + \left( 2\bar{E}_4 +$$

$$-2E_0\bar{E}_5 - 12\Xi_1\bar{E}_4 + 4\Xi_0\Xi_1\bar{E}_4 \right) \frac{d\bar{\Theta}_0}{d\xi} \right] = 0 \quad \xi = \alpha$$
It can be seen that these derived equations are of the same form as the corresponding equations for the spherical problem. Hence, the method of solution for either case uses the same techniques and these are considered in the next chapter.
Chapter 4

Solutions and Results for Solidification Problems
4.1 Analytical Solutions

The equations which were obtained in the two previous chapters and which govern the thermal field functions can all be solved analytically, see Stead [30]. However, from a practical viewpoint this procedure turns out to be limited and rather laborious. Indeed the computation of the analytical solutions for the fixed values of the dimensionless parameters $\delta$, $\beta$, $\lambda$, $Pr$ and $Ra$ is just as awkward as their derivation. Moreover, the numerical evaluation of such solutions is tedious and liable to errors. Even when analytical solutions are sought for large $\beta$ they are found to be unsuitable for computation. Nevertheless, in this section the zeroth and first order equations are solved analytically since the solutions of the lower orders are not as complex as those for the higher orders. These solutions can then be used to check the accuracy of the numerical computations.

The general structure of all the equations governing the thermal fields $\Theta_\alpha$ and $\Theta^*_\alpha$ is now discussed. Each of these equations can be written either as

$$H^\alpha_\zeta \Theta_\alpha(\zeta) = f_\alpha(\zeta)$$  \hspace{1cm} (4.1.1)

or

$$H^\alpha_\zeta \Theta^*_\alpha(\zeta^*) = f^*_\alpha(\zeta^*)$$ \hspace{1cm} (4.1.2)

where the operator on the left hand side of each of these equations is defined by

$$H^\alpha_\zeta \cdot = \frac{d^2 \cdot}{d\zeta^2} + 2 \zeta \frac{d \cdot}{d\zeta} - 2n \cdot$$ \hspace{1cm} (4.1.3)

It can be readily shown that one solution to the homogeneous differential
The equation
\[ H^\tau_n \Theta_n(\tau) = 0 \] (4.1.4)

is given by
\[ \Theta_n(\tau) = i^n \text{erfc} \, \tau \] (4.1.5)

where the repeated integrals are defined by
\[ i^n \text{erfc} \, \tau = \int_0^\infty i^{n-1} \text{erfc} \, x \, dx \quad n = 1, 2, \ldots \] (4.1.6)

and
\[ i^n \text{erfc} \, \tau = \text{erfc} \, \tau \] (4.1.7)

Another obvious solution to this differential equation is of the form,
\[ \Theta_n(\tau) = i^n \text{erfc} (-\tau) \] (4.1.8)

However, this second solution can also be determined in the form of a Hermite type polynomial of degree \( n \). Accordingly, a general solution to the differential equation (4.1.1) is,
\[ \Theta_n(\tau) = A_n \, i^n \text{erfc} \, \tau + B_n \left[ \tau^n + \frac{n(n-1) \tau^{n-2}}{4} + \frac{(n-1)(n-2)(n-3) \tau^{n-4}}{24} \right] + \phi_n(\tau) \] (4.1.9)

where \( A_n \) and \( B_n \) are constants to be determined by the boundary conditions and \( \phi_n(\tau) \) is the particular integral. Similarly, the solution to the differential equation for the liquid region (4.1.2) is,
\[ \Theta_0^*(\bar{T}^*) = A_0^* \text{erfc} \bar{T}^* + B_0^* \left[ \bar{T}^{*n} + \frac{n(n-1)}{4} \bar{T}^{*n-2} + \frac{(n-1)(n-2)(n-3)}{32} \bar{T}^{*n-4} \right] + \Phi_0^*(\bar{T}^*) \]

(4.1.10)

Analytical Solutions for the Sphere

The solution of the zeroth order thermal perturbation equation in the solid region is,

\[ \Theta_0^*(\bar{T}) = \frac{\text{erfc} \bar{T} - \text{erfc} (-\bar{T})}{\text{erfc} \bar{\xi}_0 - \text{erfc} (-\bar{\xi}_0)} \]

(4.1.11)

or, expressed more simply,

\[ \Theta_0^*(\bar{T}) = \frac{\text{erf} \bar{T}}{\text{erf} \bar{\xi}_0} \]

(4.1.12)

For the liquid region the zeroth order thermal perturbation function is given as,

\[ \Theta_0^*(\bar{T}^*) = \frac{\text{erf} \bar{T}^* - \text{erf} \left( \frac{\bar{\xi}_0}{\sqrt{\lambda_2}} \right)}{\text{erfc} \left( \frac{\bar{\xi}_0}{\sqrt{\lambda_2}} \right)} \]

(4.1.13)

or,

\[ \Theta_0^*(\bar{T}^*) = 1 - \frac{\text{erfc} (\bar{T}^*)}{\text{erfc} \left( \frac{\bar{\xi}_0}{\sqrt{\lambda_2}} \right)} \]

(4.1.14)

In order to determine the value of \( \bar{\xi}_0 \), these functions are substituted
into the zeroth order interface equation (2.4.5) to give the transcendental equation,

\[ \sqrt{\pi} \beta E_0 = \frac{e^{-E_0}}{\text{erf} E_0} - \left( \frac{\alpha}{\lambda^2} \right) \frac{e^{-E_0}}{\text{erfc} \left( \frac{E_0}{\lambda^2} \right)} \]  

(4.1.15)

\( E_0 \) is then obtained using an iterative procedure.

**First Order Solution**

Using the solutions for \( \Theta_0 \) and \( \Theta^*_0 \) in the first order thermal equations, it is found that for the solid region, equation (2.4.6) becomes,

\[ \frac{d^2 \Theta_0}{dz^2} + 2 \frac{d \Theta_0}{dz} - \Theta_0 = \frac{8 e^{-E_0^2}}{\sqrt{\pi} \: \text{erf} E_0} \]  

(4.1.16)

subject to the boundary conditions

\[ \Theta_0(0) = 0 \]  

and

\[ \Theta_0(\infty) = - \frac{2 E_0}{\sqrt{\pi}} \frac{e^{-E_0^2}}{\text{erf} E_0} \]  

(4.1.17)

Whilst for the liquid region, the first order equation (2.4.8) becomes,

\[ \frac{d^2 \Theta^*_0}{dz^*} + 2 \frac{d \Theta^*_0}{dz^*} - \Theta^*_0 = \frac{8 e^{-E_0^2}}{\sqrt{\pi} \: \text{erfc} \left( \frac{E_0}{\lambda^2} \right)} \]  

(4.1.18)

subject to the conditions

\[ \Theta^*_0 \left( \frac{E_0}{\lambda^2} \right) = - \frac{2 E_1}{\sqrt{\pi}} \frac{e^{-E_0^2}}{\text{erfc} \left( \frac{E_0}{\lambda^2} \right)} \]

and

\[ \Theta^*_0(\infty) = 0 \]  

(4.1.19)
The solutions for these first order equations are, for the solid,
\[ \Theta_1(z) = \frac{2z}{\exp E_0} \left[ \text{erfc} E_0 - \text{erfc} z - \frac{E_1}{E_0} e^{-E_0^2} \right] \]
and, for the liquid,
\[ \Theta_1^*(z^*) = \frac{2}{\sqrt{\pi}} \left[ \left( 1 - \frac{E_1}{\lambda} \right) e^{-\lambda^2} \text{erfc} z^* - e^{-\lambda^2} \text{erfc} \left( \frac{E_0}{\lambda^2} \right) \right] \]
Substituting these functions into the first order interface equation (2.4.10), \( E_1 \) is found to satisfy the transcendental equation
\[ 2\pi \beta E_1 = \frac{e^{-E_0^2}}{E_0 \exp E_0} \left[ 2E_0 - E_1 (1 + 2E_0^2) \right] + \]
\[ -\gamma e^{-\frac{E_0^2}{\lambda}} \left( 1 - \frac{E_1}{\lambda} \right) \left[ \frac{2E_0}{\lambda^2 \text{erfc} \left( \frac{E_0}{\lambda^2} \right)} - \frac{1}{\text{erfc} \left( \frac{E_0}{\lambda^2} \right)} \right] \]
Solving for \( E_1 \) the equation can be simplified to become,
\[ E_1 = \]
\[ \frac{2E_0 e^{-E_0^2}}{\exp E_0} - \gamma \frac{e^{-E_0^2}}{\lambda} \left[ \frac{E_0}{\lambda^2 \text{erfc} \left( \frac{E_0}{\lambda^2} \right)} - \frac{1}{\text{erfc} \left( \frac{E_0}{\lambda^2} \right)} \right] \]
\[ \frac{2\pi \beta + \frac{(1 + 2E_0^2)}{E_0 \exp E_0} - \left( \frac{\gamma}{\lambda} \right) e^{-E_0^2} \left[ \frac{E_0}{\lambda^2 \text{erfc} \left( \frac{E_0}{\lambda^2} \right)} - \frac{1}{\text{erfc} \left( \frac{E_0}{\lambda^2} \right)} \right]} {2\pi \beta + \frac{(1 + 2E_0^2)}{E_0 \exp E_0} - \left( \frac{\gamma}{\lambda} \right) e^{-E_0^2} \left[ \frac{E_0}{\lambda^2 \text{erfc} \left( \frac{E_0}{\lambda^2} \right)} - \frac{1}{\text{erfc} \left( \frac{E_0}{\lambda^2} \right)} \right]} \]

(4.1.20)

(4.1.21)

(4.1.22)

(4.1.23)
Analytical Solutions for the Cylinder

Since the general structure of the thermal field equations for the cylinder are of the same form as the corresponding equations for the sphere, then the same methods for the analytical, as well as the numerical solutions, are used. In fact, the zeroth order equations, boundary conditions and interface equation, which are identical, obviously give the same solutions. However, with increasing exponent of \( \tau \), the differences soon become apparent.

First Order Solutions

Substitution of (4.1.12) and (4.1.14) into the first order thermal equations (3.4.6) and (3.4.8) and their respective boundary conditions (3.4.7) and (3.4.9) yields, for the solid,

\[
\frac{d^2 \Theta_1}{d \xi^2} + 2 \tau \frac{d \Theta_1}{d \xi} - 2 \Theta_1 = \frac{4}{\sqrt{\pi}} \frac{e^{-\xi^2}}{\text{erf} E_0} \tag{4.1.24}
\]

subject to

\[ \Theta_1(0) = 0 \]  

and

\[
\left[ \Theta_1 + \frac{2 E_1 e^{-\xi^2}}{\sqrt{\pi} \text{erf} E_0} \right] = 0 \tag{4.1.25}
\]

and for the liquid,

\[
\frac{d^2 \Theta_1^*}{d \xi^*^2} + 2 \tau^* \frac{d \Theta_1^*}{d \xi^*} - 2 \Theta_1^* = \frac{4}{\sqrt{\pi}} \frac{e^{-\xi^*^2}}{\text{erf} c(\frac{E_0}{\lambda^*})} \tag{4.1.26}
\]

subject to

\[
\left[ \Theta_1^* + \frac{2 E_1 e^{-\xi^*^2}}{\sqrt{\pi} \lambda^* \text{erf} c(\frac{E_0}{\lambda^*})} \right] = 0 \]

and

\[ \Theta_1^*(\infty) = 0 \]  

and

\[ \Theta_1^*(0) = 0 \]  

(4.1.27)
The solutions of these equations are, for the solid,

$$
\Theta_1(\xi) = \frac{1}{\text{erf}\,E_0} \left\{ \text{erfc}\,E_0 - \text{erfc}\,\xi - \frac{2E_1}{\sqrt{\pi}} e^{-\xi^2} \right\} \quad (4.1.28)
$$

and for the liquid,

$$
\Theta_1^*(\xi^*) = \frac{1}{\sqrt{\pi}} \left\{ \frac{(1 - \frac{2E_1}{\lambda^2}) i\text{erfc}\,\xi^* e^{\xi^*^2} - e^{-\xi^*^2} i\text{erfc}\left(\frac{E_0}{\lambda^2}\right)}{i\text{erfc}\left(\frac{E_0}{\lambda^2}\right) \cdot \text{erfc}\left(\frac{E_0}{\lambda^2}\right)} \right\} \quad (4.1.29)
$$

Substitution of these functions into the first order interface equation (3.4.10) gives the following:

$$
2\beta E_1 = e^{-\xi^2} \frac{1}{\lambda^2} \left[ E_0 - E_1 (1 + 2E_0^2) \right]
$$

$$
- \frac{2E_0}{\lambda^2} \text{erfc}\left(\frac{E_0}{\lambda^2}\right) - \frac{1}{i\text{erfc}\left(\frac{E_0}{\lambda^2}\right)}
$$

or, solving for $E_1$,

$$
E_1 = \frac{E_0 e^{-\xi^2}}{\text{erf}\,E_0} - \frac{\sqrt{\pi}}{2} \left[ \frac{E_0}{\lambda^2} \cdot \text{erfc}\left(\frac{E_0}{\lambda^2}\right) - \frac{1}{i\text{erfc}\left(\frac{E_0}{\lambda^2}\right)} \right]
$$

$$
2\beta \theta + \frac{(1 + 2E_0^2) e^{-\xi^2}}{\lambda^2 E_0 \text{erf}\,E_0} - \frac{\sqrt{\pi}}{\lambda} \left[ \frac{E_0}{\lambda^2} \cdot \text{erfc}\left(\frac{E_0}{\lambda^2}\right) - \frac{1}{i\text{erfc}\left(\frac{E_0}{\lambda^2}\right)} \right]
$$

(4.1.31)
Comparison of this equation with (4.1.23) will reveal the fact that

$$2E_1^C = E_1^S$$  \hspace{1cm} (4.1.32)

where $E_1^C$ and $E_1^S$ are the values of $E_1$ obtained from the interface equations for the cylinder and sphere respectively.

4.2 Numerical Solutions

To simplify the computer implementation of the established equations a final change of variable is made. For the solid region, the following variable is introduced,

$$q = \frac{E}{E_0}$$ \hspace{1cm} (4.2.1)

and hence the solutions are to be found over the interval $0 \leq q \leq 1$.

For the liquid region, the new variable employed is,

$$q^* = \frac{E^*}{(E_0/\lambda^*)} - 1$$ \hspace{1cm} (4.2.2)

and the range of integration is $0 \leq q^* \leq \infty$. However, integrating the system of equations over the interval $[0, 4]$, by the method described later, and integrating the same system over the interval $[0, 6]$, it is found that there is good agreement (5 decimal places) between the two sets of results. The reason is due to the exponential decay of the solutions which can be seen from (4.1.10). Thus the value of the finite upper bound used in the calculation of the liquid equations is 5.

The systems of differential equations are now solved numerically with the aid of a computer using the Runge-Kutta-Merson method. This method is made available by the Numerical Algorithm Group (NAG) library. The reasons for using this numerical scheme are threefold and are given as follows:

(i) the method is self-starting, requiring only the initial values of
the dependent variables;

(ii) the evaluation of the truncation error enables the step width to be made as large as possible, or adjusts it automatically as the solution proceeds with the aim of keeping the error within a predetermined tolerance at each step;

(iii) the estimate of this truncation error is asymptotically correct for linear equations.

With regard to the first reason, it should be noted that the systems of equations which have been derived are all boundary value problems and not, as this method requires, initial value problems. To alleviate this problem the method of complementary functions is employed (see appendix B) which transforms these systems of equations into initial value problems.

Calculation of $E_n$

To determine the value of the $n^{th}$ order perturbation function $E_n$ an iterative procedure is used. Firstly, the system of $n$ second order differential equations for the solid and liquid regions, which can be written in the general form

$$\frac{d^2 \Theta_i}{dx^2} = f_i (x, \Theta_0, \frac{d \Theta_0}{dx}, \ldots, \Theta_n, \frac{d \Theta_n}{dx})$$  \hspace{1cm} (4.2.3)

are rewritten as the $2n$ first order differential system,

$$\frac{dy_{i1}}{dx} = y_{i2}$$  \hspace{1cm} (4.2.4)

$$\frac{dy_{i2}}{dx} = f_i (x, y_{i2}, y_{i1}, \ldots, y_{i_n}, y_{i_{i2}})$$

where $y_{ij}$ is defined as
\[ y_{i} = \Theta_{i} \quad \text{and} \quad y_{n} = \frac{dy_{i}}{dx} \quad (4.2.5) \]

The independent variable is either \( q \) or \( q^{*} \), depending on which region is being considered. A similar method is used for solving the fourth order differential equation governing the flow field functions.

An initial estimate \( E_{n}^{(0)} \) is made for \( E_{n} \) and is used to solve the solid and liquid equations by the method described earlier. The results obtained from these equations, namely \( \frac{d\Theta}{dq} \) and \( \frac{d\Theta^{*}}{dq^{*}} \), are substituted into the corresponding interface equation which can be written in the form,

\[ E_{n} = \Theta_{n}(E_{n}) \quad (4.2.6) \]

and the following function is calculated,

\[ \Phi_{n}(E_{n}^{(0)}) = E_{n}^{(0)} - \Theta_{n}(E_{n}^{(0)}) \quad (4.2.7) \]

where \( \Phi(E^{x}) = 0 \), \( E^{x} \) being the exact value of \( E_{n} \).

The solid and liquid equations are then integrated again but the value of \( E_{n} \) is now \( E \cdot E_{n}^{(0)} \), where \( 0 < E < 1 \). The function

\[ \Phi(E \cdot E_{n}^{(0)}) = E \cdot E_{n}^{(0)} - \Theta_{n}(E \cdot E_{n}^{(0)}) \quad (4.2.8) \]

is calculated and the new value of \( E_{n} \) is obtained from

\[ E_{n}^{(1)} = E_{n}^{(0)} \left\{ \frac{E \cdot \Phi(E_{n}^{(0)}) - \Phi(E \cdot E_{n}^{(0)})}{\Phi(E_{n}^{(0)}) - \Phi(E \cdot E_{n}^{(0)})} \right\} \quad (4.2.9) \]

This scheme is terminated at the \( m^{\text{th}} \) iteration by predetermined tolerances which are imposed on

\[ |\Phi(E \cdot E_{n}^{(m)}) - \Phi(E_{n}^{(m)})| \quad (4.2.10) \]

and

\[ |E_{n}^{(m+1)} - E_{n}^{(m)}| \quad (4.2.11) \]
4.3 Comparison of Solutions

In order to compare the numerical solutions obtained by the method described in section 4.2 with the analytical solutions obtained from section 4.1, the case when \( \gamma = 0.1, \beta = 3.0, \lambda = 0.1, \text{Ra} = 8000 \) and \( \text{Pr} = 13.4 \) is investigated. Using an iterative procedure on (4.1.15) and the subsequent result for \( E_0 \) in (4.1.23), it is found that the analytical solution for the sphere gives,

\[ E_0 = 0.328791 \]

and

\[ E_1 = 0.084834 \]

On the other hand, solving the thermal field and interface equations numerically, it is calculated that (where \( |E^{(m)}_n - E^{(m)}_n| \leq 10^{-6} \))

\[ E_0 = 0.328790 \]

and

\[ E_1 = 0.084834 \]

Obviously the agreement between these two sets of results is extremely good and, from (4.1.32) it can be seen that similar agreement would be obtained for the cylinder.

4.4 Results and Discussion

The numerical results for the depth of solidification and the temperature and velocity distributions can now be computed as a function of the dimensionless parameters \( \gamma, \beta, \lambda, \text{Ra} \) and \( \text{Pr} \) for a specified liquid. Because of the assumptions made in the formulation of the model, some care must be exercised in interpreting these results. For instance, in the case of water if the initial temperature is above the inversion temperature the actual natural convective flow will be quite different from that predicted by the present model. The numerical study by
Watson [28] on the natural convective motion of water in a rectangular enclosure shows how a flaw lies with the Boussinesq approximation. When this approximation is invoked, see pages 20 and 56, it greatly simplifies the analysis but, unfortunately, variations in fluid properties cannot, in reality, always be neglected. Watson cites, for example, how the viscosity of water varies by about 35% over the temperature range 0 to 10°C, whilst the maximum density occurs at 3.98°C.

Another complication which arises as a direct result of ignoring the density changes is, of course, the change of volume. As solidification occurs the volume of the solidified region can, in the case of steel, contract and create a small gap, or void, between the solid region and the surface of the container. A thermal resistance is thus introduced between the surface and solid and this can affect the rest of the solidification process. Also, depending on the width of the shrinkage gap and the level of the temperature, the heat transfer across this gap can be by a combination of radiation and conduction or, alternatively by radiation and convection. In other words, the condition of constant temperature which is normally applied must be replaced by one of radiative heat transfer.

Alternatively, in the case of water, the volume can expand on solidification and thus creates extra stress within the container, particularly in a radial direction. Consider, for example, water in a copper pipe; as the temperature drops and the water freezes and expands, the radial stress against the pipe wall increases the pressure within the ice and thus lowers the melting point.

The shrinkage or expansion of a substance on solidification can be an important factor in the design of moulds. The structure of ingot moulds for the British Steel Corporation and the shape of ice-lolly
moulds in the frozen food industry are two of many examples.

Due to the similarities of the geometries of the sphere and cylinder, it is probably more instructive to give the numerical results obtained from their respective analyses in the same results section. In both cases it will be seen from the subsequent results that the shape of the solidification front is as predicted in section 1.3. That is, in general, the natural convective flow rises in the form of a jet along the axis from the south pole ($\Theta = \pi$) to the north pole ($\Theta = 0$) and forms a forward stagnation point at the north pole. The flow then returns downwards (symmetrically about this axis) bathing the inside of the solidification front. These down flows collide to give a (backward) stagnation point at the south pole. As the volume of liquid decreases and loses its sensible heat, the density differences increase leading to increased natural convective velocities. This form of 'spin-up' in the early part of the solidification process initiates the formation of a cusp at the lower pole. As the solidification and natural convective processes evolve, the temperature of the liquid will approach the fusion temperature and the circulation in the liquid will cease.

For selecting values for the dimensionless parameters to be used in the numerical computation, data is obtained for the metal and alloy systems, see Chiesa and Guthrie [26] and for latent heat thermal storage systems, see Sparrow et al. [13]. The latter system is examined first and, as an illustration, the values that the parameters take are as follows: $\delta = 0.1, \beta = 3, \lambda = 0.1, Ra = 8000$ and $Pr = 13.4$.

**Interfacial Positions**

The depth of solidification at any time $\tau$ is given by
\[ E(\mu, \tau) = 2\tau^2 \left[ E_0 + \tau^2 E_4 + \tau^4 E_6 + \tau^6 E_8 + \tau^8 E_8 + \ldots \right] \]

And so, substituting the separable variables (2.4.32) and (2.4.54) for \( E_4 \) and \( E_5 \) respectively, it is readily seen that the position of the interface can be written as:

\[ R(\mu, \tau) = 1 - E(\mu, \tau) \]

or

\[ R(\mu, \tau) = a(\tau) + \mu b(\tau) \]

where

\[ a(\tau) = 1 - 2\tau^2 (E_0 + \tau^2 E_4 + \tau^4 E_6 + \tau^6 E_8 + \tau^8 E_8 + \ldots) \]

and

\[ b(\tau) = 2\tau^2 (\tau^2 E_4 + \tau^6 E_8 + \ldots) \]

The equation for \( R(\mu, \tau) \) is the equation for the limacon of Pascal and obviously the present analysis becomes invalid for times when \( b(\tau) < a(\tau) \).

When this condition does occur the cusp will be located above the centre of the container; when \( b(\tau) = a(\tau) \) the shape of the interface is a cardioid.

Figure 2 displays the position of the transient interface for the sphere. Initially the interface is located at the surface and its position is shown at (dimensionless) time intervals of 0.1 until the (formal) small time expansions break down. In this case, this occurs at approximately \( \tau = 0.8 \) when the cusp reaches the neighbourhood of the centre. During the early stages of the solidification process the interface is symmetrical since the heat transfer is dominated by conduction. As the natural convective motion increases the interface moves towards the centre at a slightly faster rate at the south pole than at the north pole. Thus the shape of the interface is deformed into the aforementioned limacon of Pascal with the cusp forming at the south pole.
Volume of Liquid

It is interesting to compute the volume of liquid remaining in the container at any time during the solidification process. Since the changes in density have been ignored except in the calculation of the buoyancy force, the volume of liquid in the sphere is,

\[ V(t) = -2\pi a^3 \int_{0}^{R} R^2 dR d\mu \]

The graph in figure 3 displays the volume of liquid remaining in the sphere for the present case. The broken line in this graph is the volume remaining when the convection, and its effects, are ignored. The results obtained from this graph show very good agreement with those obtained from the analytical solution of Stewartson and Waechter [8] and the numerical solution of Tao [4]. It can also be seen from this graph that the natural convective motion of the liquid slows down the solidification process. This is not surprising since the convection is governed, in part, by the initial temperature of the liquid; the higher this temperature is, the greater the convective effects.

Streamlines and Velocity Distributions

The stream function can be calculated as a function of the (physical) dimensionless variables \( R \) and \( \Theta \) for any time \( t \). Curves of constant \( \Psi \) are then obtained by interpolation to yield the streamlines for the natural convective motion. Figure 4 displays the curves when \( \Psi = 0.1, 0.7, 1.3 \) and 2.0 at \( t = 0.1 \); the smaller magnitude of \( \Psi \) being the outer streamline.

The dimensionless velocities of the liquid are also given in this
diagram. Since the shape of the interface is initially symmetrical, the magnitude of the velocities is also symmetrical. The direction of these velocities is as described earlier, with the velocity reaching a maximum at the centre of the sphere. As the central column of the flow reaches the north pole its velocity decreases. It then flows down the inside of the solidification front and its velocity increases as it nears $\Theta = \frac{\pi}{2}$.

A later stage in the solidification process is given in figure 5. The streamlines shown in this diagram are $\zeta = 0.1, 0.7$ and $1.5$. Although the velocities shown in this diagram appear to be symmetrical, the velocity at the south pole is in fact greater than that at the north pole; this is because of the non-symmetrical shape of the interface due to convection. It can also be seen from this diagram that the effect of thermal 'spin-up' has increased the magnitudes of the velocities, leading to a greater degree of non-uniform heat transfer at the interface.

Temperature Distribution

The dimensionless temperature distribution along the radius is given in figure 6 for the solid and liquid regions. The two diagrams given describe the distributions at the times $\tau = 0.1$ and $\tau = 0.4$ and at various polar angles $\Theta = 0, \frac{\pi}{4}$ and $\pi$; the broken lines indicate the position of the interface at these various angles. Clearly in the early stages of solidification, the temperature profiles are symmetrical. However, as time proceeds these profiles vary between the poles and, in particular, in the regions adjacent to the interface. This variation is more noticeable in the solid region. Also it should be noted that there is a drop in the dimensionless liquid temperature, as expected, below the initial temperature at the centre of the circle when $\tau = 0.4$. 
Heat Transfer

The dimensionless Nusselt numbers $\text{Nu} = \frac{\delta T}{\delta n(T - T_R)}$ at the solid and liquid interface and also at the surface of the sphere are displayed in figure 7; $n$ measures the outward normal to a surface; in the liquid $T = T_L$, $T_R = T_F$ and in the solid $T = T_F$ and $T_R = T_o$. For both of the phases the Nusselt numbers are given at the polar angles $\theta = 0, \frac{\pi}{4}, \pi$. Initially there is very little convection and the heat transfer between the two phases is dominated by conduction. As time passes, and the convection becomes more prominent, there is a marked variation with $\theta$ of the heat transfer from the liquid to the interface. There is less transfer of heat at the south pole than the north; at $\theta = 0$ there appears to be a minimum and then the heat transfer increases as the final time of solidification is approached. The variation in the heat transfer with polar angle $\theta$ from the interface to the solid and from the solid to the surface is seen to be very small.

Cylinder

The results and the diagrams obtained for the effects of natural convection during solidification in a cylinder are very similar to those obtained for the sphere. Due to the differences in geometric shape, the effect of the convection is not so apparent. For example, the shape of the solidification fronts in figure 8, although limacons of Pascal, do not have such a noticeable cusp forming at the south pole compared with the fronts at corresponding times in figure 2. This means that, in this case, the analysis does not break down until $\tau$ is approximately 1.1.

Figure 9 gives the volume of the liquid remaining at any time with and without the convective effects. This volume is given by,
Once again the results obtained from the broken line show good agreement with other works which ignore convection.

The streamlines and velocity distributions for the dimensionless times $\mathcal{T} = 0.1$ and $\mathcal{T} = 0.4$ are given in figures 10 and 11 respectively. The curves of constant $\overline{\Phi}$ are obtained for the same values as used in the sphere. It can be seen that whilst smaller values of $\overline{\Phi}$ appear to give similar streamlines, larger values give streamlines closer to the centre for the sphere than for the cylinder. The velocities in the cylinder are smaller than those in the sphere. Although near to the interface this does not seem apparent, it should be noted that the velocities in both diagrams are not necessarily given at the same positions for the same times. The thermal spin-up is again seen to occur as the solidification proceeds.

The diagrams in figure 12 showing the temperature distributions are very much the same as the corresponding diagrams in figure 6. However, at time $\mathcal{T} = 0.4$ the variations in the distributions, particularly in the solid region, are less pronounced at the different polar angles. Of course, the position of the solidification front is not as far advanced in the case of the cylinder and this should be remembered when comparing these results with the sphere. The drop in the liquid temperature at the centre of the cylinder is also less pronounced than that in the sphere.

The graph of the dimensionless Nusselt number against time is given in figure 13. Comparing the diagram with figure 7, it can be seen that the heat transfer coefficients at the surface of the containers and at the interface in the solid region are similar. However, at the interface
in the liquid region the variations between the poles are less for the cylinder than for the sphere.

Another set of results has been computed from data which was used by Chiesa and Guthrie [26]. The solidification of lead in a sphere and a cylinder is studied, where

\[
\begin{align*}
C_P &= 161 \\
\nu &= 2.28 \times 10^{-7} \\
\alpha &= 1.14 \times 10^{-4} \\
\kappa &= 9.5 \times 10^{-6}
\end{align*}
\]

\[
\begin{align*}
\lambda &= 0.39 \\
Pr &= 0.02
\end{align*}
\]

The fusion temperature \( T_F \) of lead is 327.3°C. The diameter of the container to be examined is 26mm and it is assumed that the initial temperature \( T_1 \) of the liquid lead is 335°C and the reduced temperature \( T_0 \) is 300°C. Hence, the dimensionless parameters are,

\[
Y = 0.5, \quad \beta = 5.3, \quad \Lambda = 0.39, \quad Ra = 8717 \quad \text{and} \quad Pr = 0.02
\]

It is, perhaps, of more interest to present some of the results in dimensional terms although, for simplicity, the graphs are displayed with non-dimensional variables.

The shape of the solidification fronts for the sphere and the cylinder are seen in figures 14 and 20 respectively. In both cases the fronts are given at time intervals of 1.78 seconds up to a final time (the time at which this analysis breaks down) of 16 seconds for the sphere and 17.8 seconds for the cylinder.

The volume of liquid remaining in either container is given as a function of time in figures 15 and 21.

The streamlines and velocity distributions are displayed in figures 16 and 17 for the sphere and figures 22 and 23 for the cylinder. These results are given at times 1.78 seconds and 7.12 seconds and the velocities are given in metres/second.
The temperature distributions are probably the most interesting of the set of results. Figure 18 displays these distributions for the sphere at times 1.78 seconds and 7.12 seconds; figure 24 displays the distributions for the cylinder. In both of these figures it is seen that there is a considerable reduction in the temperature of the liquid after 7.12 seconds. At this time the depth of solidification in the sphere is 4.8 mm and 5.5 mm at θ = 0 and π respectively and the temperature at the centre is 329.8°C, only 2.5°C above the fusion temperature. At the same time in the cylinder, the depth of solidification varies between 4.4 mm at the north pole and 4.8 mm at the south pole; the temperature at the centre is 332.3°C, slightly higher than the temperature in the sphere. Although the analysis breaks down for both geometries before total solidification, it is seen from the graphs that the temperature of the liquid would soon approach the fusion temperature and the circulation of the liquid in the container would cease.

Figures 19 and 25 show the dimensionless heat transfer coefficients for the sphere and cylinder.

The depth of solidification is now studied for various values of the parameters γ, β and Ra. Before these are given it should be remembered that for any specified liquid these parameters depend on the values taken by T₀, T₁ and T₁, the ambient, initial and fusion temperatures. Although these parameters are interrelated, the computation of the depth of solidification is still made, for while the actual values of the parameters may not relate to any particular liquid, the size or order may do so.

Table 1 displays the depth of solidification for the sphere with the values γ = 0.1, β = 5.0, λ = 0.1, Ra = 8000 and Pr = 13.4 at angular intervals of 30° over the dimensionless time 0.1(0.1)1.0.
The solidification depth is also given when \( T_1 = T_f \) and there is no convection. Hence the Rayleigh number \( Ra \) is zero and so too is the thermal head \( v \). Table 2 displays similar results for the cylinder.

Tables 3 and 4 give the solidification depths for the sphere and cylinder for various values of the parameters as time passes until \( \tau = 1.0 \) or the analysis breaks down. From these results it is seen that the speed of the moving solidification front increases for small Stefan number. The effect of convection on the solidification process is greatly influenced by the size of the initial Rayleigh number. This is to be expected since \( Ra \) gives a measure of the buoyancy force which drives the convective motion. Thus the larger this number, the more noticeable the effect of convection becomes, leading to a greater deformation in the front.

In conclusion, it is worth mentioning that the British Steel Corporation has shown interest in the results obtained from this work. This interest arises in connection with the solidification of steel ingots, a study of which has been made by Schulze [24]. Due to the complications described in chapter 1, this study neglected the effects of convection. It is hoped that the analysis and results obtained from this present work will be useful and help to improve our understanding of the effects of natural convection during such solidification processes.
Table 1. Depth of Solidification for the Sphere when $\gamma = 0.1$, $\beta = 5.0$, $\lambda = 0.1$, $Ra = 8000$ and $Pr = 13.4$

<table>
<thead>
<tr>
<th>ANGLE/TIME</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.18590</td>
<td>0.27177</td>
<td>0.34093</td>
<td>0.40069</td>
<td>0.45355</td>
<td>0.50059</td>
<td>0.54227</td>
<td>0.57873</td>
<td>0.60996</td>
<td>0.63582</td>
</tr>
<tr>
<td>30</td>
<td>0.18594</td>
<td>0.27205</td>
<td>0.34174</td>
<td>0.40241</td>
<td>0.45668</td>
<td>0.50568</td>
<td>0.54997</td>
<td>0.58975</td>
<td>0.62509</td>
<td>0.65595</td>
</tr>
<tr>
<td>60</td>
<td>0.18607</td>
<td>0.27281</td>
<td>0.34394</td>
<td>0.40713</td>
<td>0.46522</td>
<td>0.51959</td>
<td>0.57099</td>
<td>0.61986</td>
<td>0.66646</td>
<td>0.71095</td>
</tr>
<tr>
<td>90</td>
<td>0.18624</td>
<td>0.27385</td>
<td>0.34696</td>
<td>0.41357</td>
<td>0.47689</td>
<td>0.53858</td>
<td>0.59971</td>
<td>0.66099</td>
<td>0.72298</td>
<td>0.78607</td>
</tr>
<tr>
<td>120</td>
<td>0.18641</td>
<td>0.27488</td>
<td>0.34996</td>
<td>0.42002</td>
<td>0.48856</td>
<td>0.55758</td>
<td>0.62842</td>
<td>0.70211</td>
<td>0.77947</td>
<td>0.86120</td>
</tr>
<tr>
<td>150</td>
<td>0.18653</td>
<td>0.27564</td>
<td>0.35216</td>
<td>0.42474</td>
<td>0.49710</td>
<td>0.57148</td>
<td>0.64947</td>
<td>0.73222</td>
<td>0.82083</td>
<td>0.91620</td>
</tr>
<tr>
<td>180</td>
<td>0.18658</td>
<td>0.27592</td>
<td>0.35297</td>
<td>0.42647</td>
<td>0.50023</td>
<td>0.57657</td>
<td>0.65714</td>
<td>0.74324</td>
<td>0.83597</td>
<td>0.93633</td>
</tr>
</tbody>
</table>

$\gamma = Ra = 0$

| 0.20783 | 0.30471 | 0.38524 | 0.45843 | 0.52787 | 0.59444 | 0.66236 | 0.72942 | 0.79726 | 0.86636 |

Table 2. Depth of Solidification for the Cylinder when $\gamma = 0.1$, $\beta = 5.0$, $\lambda = 0.1$, $Ra = 8000$ and $Pr = 13.4$

<table>
<thead>
<tr>
<th>ANGLE/TIME</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.17897</td>
<td>0.25711</td>
<td>0.31827</td>
<td>0.37010</td>
<td>0.41537</td>
<td>0.45538</td>
<td>0.49079</td>
<td>0.52197</td>
<td>0.54907</td>
<td>0.57216</td>
</tr>
<tr>
<td>30</td>
<td>0.17899</td>
<td>0.25725</td>
<td>0.31867</td>
<td>0.37096</td>
<td>0.41693</td>
<td>0.45791</td>
<td>0.49463</td>
<td>0.52746</td>
<td>0.55661</td>
<td>0.58219</td>
</tr>
<tr>
<td>60</td>
<td>0.17905</td>
<td>0.25763</td>
<td>0.31977</td>
<td>0.37331</td>
<td>0.42119</td>
<td>0.46484</td>
<td>0.50510</td>
<td>0.54246</td>
<td>0.57721</td>
<td>0.60958</td>
</tr>
<tr>
<td>90</td>
<td>0.17914</td>
<td>0.25814</td>
<td>0.32128</td>
<td>0.37653</td>
<td>0.42700</td>
<td>0.47431</td>
<td>0.51941</td>
<td>0.56294</td>
<td>0.60536</td>
<td>0.64700</td>
</tr>
<tr>
<td>120</td>
<td>0.17922</td>
<td>0.25866</td>
<td>0.32278</td>
<td>0.37974</td>
<td>0.43282</td>
<td>0.48378</td>
<td>0.53372</td>
<td>0.58343</td>
<td>0.63351</td>
<td>0.68442</td>
</tr>
<tr>
<td>150</td>
<td>0.17928</td>
<td>0.25904</td>
<td>0.32388</td>
<td>0.38209</td>
<td>0.43708</td>
<td>0.49071</td>
<td>0.54420</td>
<td>0.59843</td>
<td>0.65412</td>
<td>0.71182</td>
</tr>
<tr>
<td>180</td>
<td>0.17931</td>
<td>0.25918</td>
<td>0.32428</td>
<td>0.38295</td>
<td>0.43864</td>
<td>0.49324</td>
<td>0.54803</td>
<td>0.60392</td>
<td>0.66166</td>
<td>0.72184</td>
</tr>
</tbody>
</table>

$\gamma = Ra = 0$

<p>| 0.20056 | 0.28855 | 0.35864 | 0.41984 | 0.47563 | 0.52782 | 0.57750 | 0.62537 | 0.67195 | 0.71762 |</p>
<table>
<thead>
<tr>
<th>γ</th>
<th>δ</th>
<th>Ra</th>
<th>θ</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0</td>
<td>0</td>
<td></td>
<td>0.20782</td>
<td>0.30471</td>
<td>0.38524</td>
<td>0.45843</td>
<td>0.52787</td>
<td>0.59544</td>
<td>0.66236</td>
<td>0.72942</td>
<td>0.79726</td>
<td>0.86636</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0</td>
<td></td>
<td>0.18623</td>
<td>0.27383</td>
<td>0.34689</td>
<td>0.41344</td>
<td>0.47666</td>
<td>0.53820</td>
<td>0.59913</td>
<td>0.66016</td>
<td>0.72183</td>
<td>0.78457</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>0</td>
<td></td>
<td>0.18624</td>
<td>0.27387</td>
<td>0.34701</td>
<td>0.41370</td>
<td>0.47712</td>
<td>0.53896</td>
<td>0.60028</td>
<td>0.66181</td>
<td>0.72409</td>
<td>0.78758</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>0</td>
<td></td>
<td>0.18620</td>
<td>0.27364</td>
<td>0.34635</td>
<td>0.41228</td>
<td>0.47456</td>
<td>0.53479</td>
<td>0.58396</td>
<td>0.65276</td>
<td>0.71166</td>
<td>0.77105</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>0</td>
<td></td>
<td>0.18627</td>
<td>0.27405</td>
<td>0.34755</td>
<td>0.41486</td>
<td>0.47922</td>
<td>0.54238</td>
<td>0.60545</td>
<td>0.66921</td>
<td>0.73427</td>
<td>0.80120</td>
</tr>
<tr>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td></td>
<td>0.18590</td>
<td>0.27177</td>
<td>0.34093</td>
<td>0.40068</td>
<td>0.45355</td>
<td>0.50059</td>
<td>0.54227</td>
<td>0.57873</td>
<td>0.60996</td>
<td>0.63582</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>0</td>
<td></td>
<td>0.18658</td>
<td>0.27592</td>
<td>0.35297</td>
<td>0.42647</td>
<td>0.50023</td>
<td>0.57657</td>
<td>0.65714</td>
<td>0.74324</td>
<td>0.83597</td>
<td>0.93533</td>
</tr>
<tr>
<td>10.0</td>
<td>0</td>
<td>0</td>
<td></td>
<td>0.13670</td>
<td>0.19762</td>
<td>0.24551</td>
<td>0.28597</td>
<td>0.32098</td>
<td>0.35138</td>
<td>0.37759</td>
<td>0.39975</td>
<td>0.41792</td>
<td>0.43203</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>0</td>
<td></td>
<td>0.13710</td>
<td>0.20001</td>
<td>0.25242</td>
<td>0.30071</td>
<td>0.34755</td>
<td>0.39449</td>
<td>0.44258</td>
<td>0.49259</td>
<td>0.54519</td>
<td>0.60090</td>
</tr>
<tr>
<td>3.0</td>
<td>8000</td>
<td>0</td>
<td></td>
<td>0.22825</td>
<td>0.33734</td>
<td>0.42756</td>
<td>0.50771</td>
<td>0.58086</td>
<td>0.64834</td>
<td>0.71075</td>
<td>0.76832</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>0</td>
<td></td>
<td>0.22918</td>
<td>0.34302</td>
<td>0.44408</td>
<td>0.54317</td>
<td>0.64518</td>
<td>0.75318</td>
<td>0.86946</td>
<td>0.99588</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td></td>
<td>0.13256</td>
<td>0.19071</td>
<td>0.23061</td>
<td>0.25530</td>
<td>0.26462</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>0</td>
<td></td>
<td>0.13511</td>
<td>0.20616</td>
<td>0.27534</td>
<td>0.35087</td>
<td>0.43735</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>5.0</td>
<td>0</td>
<td></td>
<td>0.09866</td>
<td>0.13933</td>
<td>0.16147</td>
<td>0.16570</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>0</td>
<td></td>
<td>0.10216</td>
<td>0.16053</td>
<td>0.2283</td>
<td>0.29675</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Depth of Solidification for the Sphere for Various Values of the Parameters $\gamma, \delta, Ra$ as a Function of Time when $\lambda = 0.1$ and $Pr = 13.4$. 
Table 4. Depth of Solidification for the Cylinder for Various Values of the Parameters $\gamma, \theta, Ra$
as a Function of Time when $\lambda = 0.1$ and $Pr = 13.4$
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Figure 3. Volume of Liquid remaining in the Sphere
Figure 4. Streamlines and Dimensionless Velocity Vector for the Sphere at $\tau = 0.1$
Figure 5. Streamlines and Dimensionless Velocity Vector for the Sphere at $\tau = 0.4$
Figure 6. Temperature Distributions for the Sphere
Figure 7. Dimensionless Heat Transfer Coefficients for the Sphere at the Interface and Spherical Surface Locations, $\Theta = 0$, $\frac{V_t}{x}$, and $\Pi$. 
Figure 8. Interfacial Positions for the Cylinder
Figure 9. Volume of Liquid remaining in the Cylinder
Figure 10. Streamlines and Dimensionless Velocity Vector for the Cylinder at $\tau = 0.1$
Figure 11. Streamlines and Dimensionless Velocity Vector for the Cylinder at $\tau = 0.4$
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Figure 13. Dimensionless Heat Transfer Coefficients for the Cylinder at the Interface and Cylindrical Surface Locations, $\Theta = 0$, $\Pi$ and $\Pi$. 
Figure 14. Interfacial Positions for the Sphere
Figure 15. Volume of Liquid remaining in the Sphere
Figure 16. Streamlines and Velocities \((10^{-3}\text{ m/s})\) for the Sphere at \(t = 1.78\) sec.
Figure 17. Streamlines and Velocities \((10^{-3}\text{ m/s})\) for the Sphere at \(t = 7.12\) sec.
Figure 18. Temperature Distributions for the Sphere
Figure 19. Dimensionless Heat Transfer Coefficients for the Sphere
Figure 20. Interfacial Positions for the Cylinder
Figure 21. Volume of Liquid remaining in the Cylinder
Figure 22. Streamlines and Velocities ($10^{-3} \text{m/s}$) for the Cylinder at $t = 1.78 \text{ sec}$.
Figure 23. Streamlines and Velocities ($10^{-3}$ m/s) for the Cylinder at $t = 7.12$ sec.
Figure 24. Temperature Distributions for the Cylinder
Figure 25. Dimensionless Heat Transfer Coefficients for the Cylinder
Chapter 5

The Flow of Granular Materials in a Hopper
5.1 General Introduction

Understanding the flow of a granular material, particularly in a hopper, is of great practical importance. Each day several million tonnes of grain, coal, ores, chemicals and many other bulk solids are processed and handled using hoppers. Due to the complex nature of these granular materials, the mathematical modelling of this problem is extremely complicated and the (steady and transient) flow of the material through a hopper has never been solved satisfactorily.

The complexities which arise in the modelling of this flow will be discussed in a later section. Firstly, in order to fully understand the importance played by the granular flow of a material in industry, it is instructive to give a practical example.

The example chosen is the problem which has motivated this investigation and is as follows. The British Steel Corporation at Scunthorpe has four furnaces which produce steel. To fire these furnaces coke or sinter, or a combination of both, is used. The device used to fill the furnaces with the granular materials and the iron ore is called a bell-top, a diagram of which can be seen in figure 26.

The material is loaded (or charged) into the top of this bell arrangement. The bell is then lowered and the material (charge) slides out to fall directly, or be deflected by a strategically placed shield, onto the layers of original burden materials below; the surface of these layers is called the stockline.

It is the composition of the burden material layers which is of great importance to BSC. Varying this composition can reduce or increase both the quality and quantity of the end product. Also the life cycle of the interior of the furnace can be reduced, or increased, by the
distribution of the charging constituents. The proportions of the charging mixture also depend on the type of ore used and the quality of iron required.

Since the chemical reactions inside a blast furnace are very complex and not fully understood, BSC were posed with the following problems: where was the charge finally located on the stockline, and what was the distribution made by the various charging materials?

At BSC a one twelfth scale model of a blast furnace was built. However, it soon became apparent that, unlike a fluid, a granular material cannot be scaled down. This provided difficulties for the experimental modeller. One difficulty is due to the inability to scale successfully the individual granules, their size, shape and density. And so, it was realised that a mathematical model would have to be constructed. At least such a model could be used to determine length and time scales of the motion.

An aim of this thesis is to model the flow of the granular material in the earlier part of this problem. That is, to find a theoretical description of the motion of the material from when the bell is initially charged until it is nearly empty. In particular, the velocity with which the material leaves the bell is required since it is fundamental in determining the flight of the charge and hence its subsequent distribution across the stockline.

Certain assumptions have been made to help simplify the mathematical model. Referring to figure 27, it is assumed that the bell is in the open position and the part of the bell which is denoted by the broken line is ignored, since it can be included at a later stage. Consequently, the problem is now essentially one of two-dimensional granular flow in a wedge shaped hopper. Of course, the original bell is three-dimensional
Figure 26
The Blast Furnace

Figure 27
The Two-Dimensional Hopper
but due to its axial symmetry and its size, it can be considered two-dimensional.

Initially the hopper is fully charged and the top of the charge is taken, for example, at a radial distance $r_2$ from the origin $O$. The outlet of the hopper is at a radial distance $r_1$ and the angle between the sloping wall and the vertical wall is $\theta_w$.

Before this investigation proceeds a review of the literature currently available on this subject is made.

5.2 Review of Literature on Granular Flow

In reviewing this literature it becomes immediately apparent that little or no studies have been made on transient flow. Instead it has been assumed that the flow is steady and so, in theory, the hopper never empties since the material is replenished at the top and thus the boundary at $r = r_2$ is constant. In the present model being constructed, this is just not so. There is, in fact, a transient flow as opposed to a steady flow resulting in the boundary at $r = r_2$ moving towards the orifice $r = r_1$.

It is also noticeable that the main criterion for these other studies is the determination of the stress field. This knowledge enables designers to construct hoppers and bunkers which can safely contain granular materials and, at the same time, prevent the material from becoming too densely packed.

In nearly all of the reviewed papers, as with the present theory, the granular material being considered is assumed to be coarse-grained. Thus the material is said to be cohesionless. Whilst the problem to be considered is one of transient flow, it is felt that a study of the steady flow is of interest.
Using the assumption of steady flow, the analysis can be immediately simplified on two counts.

1. The density of the material may be considered as constant;
2. The case when \( r_2 \) is near \( r_1 \) does not have to be considered since the flow through the orifice is found to be virtually independent of the head (the volume of material above the orifice).

In 1961 Brown [31] applied the minimum energy theorem to a small elementary volume of material in a hopper. He postulated that since energy was dissipated on the surface of the element by collisions, rotations and frictional forces then the sum of the kinetic and potential energies decreased along a streamline. This sum reached a minimum at the free-fall arch which is said to form above the orifice. Although the calculated flow rates were found to be of the correct order, this theory seems to take no account of the frictional properties of the material or of the wall.

The first attempt to find the rate of flow using the equation of motion appears to have been made by Savage [32]. Basically these equations are those of soil mechanics with the inertial terms added. Once again the frictional forces at the wall were ignored and Savage introduced the Mohr-Coulomb Yield criterion. This criterion was shown, by a shear-test procedure proposed by Jenike [34], to be

\[
\sigma_\theta = \frac{(1 + \sin \theta') \sigma_r}{(1 - \sin \theta')}
\]

where \( \sigma_r \) and \( \sigma_\theta \) are the principal stresses in the \( r \) and \( \theta \) directions and \( \theta' \) is the effective angle of friction. However, Jenike found that for a cohesionless material the angle \( \theta' \) coincided with the internal angle of friction \( \theta \). The dimensionless velocity \( u \) found by Savage at
the orifice \( r = r_1 \) was given by,

\[
\omega^2 = \frac{(k+1)}{(k-2)} \left[ 1 - \frac{\left(\frac{r_2}{r_1}\right)^{2-k}}{1 - \left(\frac{r_2}{r_1}\right)^{-(1+k)}} \right]
\]  

(5.2.2)

where \( k \) is related to the angle of internal friction by

\[
k = \frac{1 + \sin \phi}{1 - \sin \phi}
\]  

(5.2.3)

The expression (5.2.2) was found to give flow rates which were greater than those measured by experiment. This is most probably due to the neglect of the wall friction and hence over-simplification of the analysis. In fact, Savage reported in a later paper [33] that this analysis could, in some circumstances, over-estimate the flow rate by as much as 40% - 100%.

Jenike [34] and Johanson [35] have both contributed a great deal to our understanding of stress fields in hoppers and bunkers. However, whilst studying steady flow in a hopper, they treated the bulk material as a rigid solid and used a quasi-steady equilibrium equation. That is, they assumed that the inertial terms were negligible and thus reduced the problem back to one of static soil mechanics.

In his paper of 1967 Savage [36] set about improving his earlier work by introducing the wall friction into his analysis. He developed a perturbation procedure for small \( \varepsilon \), where \( \varepsilon = (\tan \delta)^{1/2} \) and \( \delta \) is the angle of friction between the wall and the material, and considered the limit process \( \frac{\tan \delta}{\Theta_w} \to 0 \) as \( \Theta_w \to 0 \). Savage found that his solution (to two terms) showed that the friction could reduce the flow rates by the correct order. Yet he later realised that due to his poor choice of perturbation parameter, the solution did not converge well for small \( \Theta_w \).
Also using a perturbation series, Brennen and Pearce [37] investigated the flow (not necessarily radial) of a granular material in a two-dimensional hopper \( -\Theta_\omega < \Theta < \Theta_\omega \). Assuming the stress and flow fields to be symmetrical about \( \Theta = 0 \), the average discharge velocity for the first two terms was

\[
\omega^2 = \left( \frac{2-k}{k+1} \right) \left[ 1 - \left( \frac{L}{a} \right)^{2-k} \right] \left[ 1 + \Theta_\omega \gamma_\nu (16\sin\varphi - 8) + \Theta_\omega (9\sin\varphi - 3) \right] \frac{1}{12(1 + \sin \varphi)}
\]  

(5.2.4)

where \( \Theta_\omega \) is given by

\[
\tan \gamma_\omega = -\sin \varphi \cos \delta \pm \sqrt{(\sin^2 \varphi - \sin^2 \delta)} \frac{\sin \delta}{\sin \varphi (\sin \varphi - 1)}
\]  

(5.2.5)

Brennen and Pearce claim that this flow rate agreed reasonably well with experiment for flows of glass beads and sand in two-dimensional hoppers. However, Savage and Sayed [33] believed this to be fortuitous and that the analysis over-estimated the effect of wall friction on the flow rate by as much as 20%. Surprisingly experiments with sand by Sullivan showed that wall roughness can even increase the flow rate for large \( \Theta_\omega \).

Savage and Sayed in considering the gravity flow of granular materials in wedge-shaped hoppers used the method of integral relations, averaging momentum balances across a cross-section of the hopper. The results obtained over-estimated the flow yet again, but it is not clear whether this was due to the approximations introduced in the solution procedures, or some inadequacy in the original equation describing the physical problem.

In the next chapter a model describing the transient flow of a cohesionless granular material in a two-dimensional hopper is constructed.
This method is based on similar assumptions to those made by Savage. It is realised that this original analysis could over-estimate the flow rate but, nevertheless, the present model could indicate the basic structure of the flow profiles.
Chapter 6

The Transient Flow of a Granular Material in a Two-Dimensional Hopper
6.1 Derivation of the Equations and Boundary Conditions

The presentation of a simplified approximate analysis for the transient flow of a granular material in a hopper is now given. The method follows closely that of Savage [32]. The assumptions on which this model is based and which help to simplify the analysis are taken as follows:

(a) the bulk density of the material is constant throughout;
(b) the walls of the hopper are frictionless;
(c) the angle of inclination \( \Theta_w \) is small;
(d) there is a radial velocity field;
(e) the granules are of a uniform size.

The physical situation of this problem is given in figure 27. The material which is cohesionless initially fills the hopper and the upper surface \( \bar{r} = r_2 \) is a free boundary. The orifice of the hopper is at \( \bar{r} = r_1 \) and the flow starts instantaneously at \( \bar{t} = 0 \). Since (c) assumes that the angle of inclination of the sloping wall is small, then \( \cos \Theta_w \) can be approximated to unity. However this restriction could be removed by subsidiary expansions in small \( \Theta_w \).

The velocity field of the material is given by \( \bar{u}(\bar{r}, \bar{t}) \) and the stress components in the \( \bar{r} \) and \( \Theta \) directions are represented by \( \bar{\sigma}_r \) and \( \bar{\sigma}_\Theta \) respectively. The angle of internal friction in the material is \( \varphi \) and \( g \) is the gravitational constant.

And so, the equation of motion is,

\[
\frac{\bar{p}}{\bar{\epsilon}} \frac{\partial \bar{u}}{\partial \bar{t}} + \bar{p} \bar{u} \frac{\partial \bar{u}}{\partial \bar{r}} = \frac{\partial \bar{\sigma}_r}{\partial \bar{r}} + \frac{(\bar{\sigma}_r - \bar{\sigma}_\Theta)}{\bar{r}} + \frac{\bar{p} g}{\bar{r}} \quad (6.1.1)
\]
which is subject to the boundary condition,

$$\sigma_r(r, t) = 0, \quad t > 0$$

(6.1.2)

and the initial condition,

$$\sigma_r(r, 0) = 0$$

(6.1.3)

The equation of continuity is,

$$\frac{\partial (\bar{u} r)}{\partial t} = 0$$

(6.1.4)

subject to the initial condition,

$$\bar{u}(r, 0) = 0, \quad r_i \leq r \leq r_a$$

(6.1.5)

By considering appropriate length and time scales, these equations and conditions can be further simplified using the following dimensionless variables:

$$\tau = \frac{r}{r} \quad ; \quad t = \frac{t}{\sqrt{g r_i}}$$

and

$$u = \frac{\bar{u}}{\sqrt{g r_i}} \quad ; \quad \sigma_i = \frac{\sigma_i}{\rho g r_i}, \quad i = r, \theta$$

(6.1.6)

Before these equations are rewritten in the new variables, the Mohr-Coulomb Yield criterion for a cohesionless material is also introduced. This criterion is defined as

$$\sigma_\theta = \frac{(1 + \sin \theta) \sigma_r}{(1 - \sin \theta)}$$

(6.1.7)

or

$$\sigma_\theta = k \sigma_r$$

(6.1.8)
The relationship between \( k \) and \( \phi \) is written as,

\[
\sin \phi = \frac{(k-1)}{(k+1)}
\]

(6.1.9)

Hence the equation of motion now becomes,

\[
\frac{\partial \sigma}{\partial r} + (1-k) \frac{\sigma}{r} = 1 + \frac{\partial u}{\partial t} + \frac{\partial^2 u}{\partial r^2}
\]

(6.1.10)

where, for simplification, the \( r \) subscript in the stress variable has been dropped. The equation (6.1.10) is subject to the conditions,

\[
\sigma \left( \frac{R}{R_1}, 0 \right) = 0
\]

(6.1.11)

and

\[
\sigma(1,t) = 0, \quad t > 0
\]

(6.1.12)

The continuity equation is now,

\[
\frac{\partial (ur)}{\partial r} = 0
\]

(6.1.13)

subject to the initial condition

\[
u(r, 0) = 0, \quad 1 \leq r \leq \left( \frac{R}{R_1} \right)
\]

(6.1.14)

6.2 Analytical Solutions

From (6.1.14) it can be shown that,

\[
u(r,t) = \frac{A(t)}{r}
\]

(6.2.1)

where \( A \) is a function of the time \( t \) only. Applying the initial condition (6.1.14) gives,

\[A(0) = 0\]

(6.2.2)
Since this investigation is primarily concerned with the velocity of the material at the orifice, the function $A(t)$ must be determined. Substituting (6.2.1) into (6.1.10) gives,

$$\frac{\partial \sigma}{\partial r} + (1-k)\frac{\partial \sigma}{\partial r} = 1 + \frac{1}{r} \frac{dA}{dt} - \frac{A^2}{r^3} \quad (6.2.3)$$

The solution to this equation is,

$$\sigma = \frac{B}{r^{1-k}} + \frac{r}{(2-k)} + \frac{1}{(1-k)} \frac{dA}{dt} + \frac{A^2}{r^2(1+k)} \quad (6.2.4)$$

where $B$ is a constant which is determined by the boundary conditions.

This solution is valid only if the value of $k$ is not $2, 1, -1$. Should $k$ be equal to any of these values then the solution of (6.2.3) is;

for the special case $k = 2$,

$$\sigma = \frac{B}{r^{1-k}} + r \ln r - \frac{dA}{dt} + \frac{A^2}{3r^2} \quad (6.2.5)$$

for the special case $k = 1$,

$$\sigma = \frac{B}{r^{1-k}} + r + \frac{dA}{dt} \ln r + \frac{A^2}{2r^2} \quad (6.2.6)$$

and for the special case $k = -1$,

$$\sigma = \frac{B}{r^{1-k}} + \frac{r}{3} + \frac{1}{2} \frac{dA}{dt} - \ln r \frac{A^2}{r^2} \quad (6.2.7)$$

where $B^{(k)}$ is a constant. Examination of (6.1.9) will reveal that only the first case is of any real importance since for most granular material, $15^\circ \leq \theta \leq 60^\circ \quad (6.2.8)$
Multiplying (6.2.4) by \( r^{1-k} \) and then applying the boundary condition (6.1.11) yields,

\[
B + \frac{(\frac{r_0}{r_1})^{2-k}}{(2-k)} + \frac{(\frac{r_0}{r_1})^{1-k}}{(1-k)} \left. \frac{dA}{dt} \right|_{t=0} = 0
\]

(6.2.9)

where \( A(0) = 0 \). The condition (6.1.12) yields,

\[
B + \frac{1}{(2-k)} + \frac{1}{(1-k)} \frac{dA}{dt} + \frac{A^2}{(1+k)} = 0
\]

(6.2.10)

By subtracting these equations, a differential equation for \( A(t) \) is obtained,

\[
\frac{dA}{dt} - \left( \frac{r_0}{r_1} \right)^{1-k} \frac{dA}{dt} \bigg|_{t=0} + \frac{(1-k)A^2}{(1+k)} = -\frac{(1-k)}{(2-k)} \left[ 1 - \left( \frac{r_0}{r_1} \right)^{2-k} \right]
\]

(6.2.11)

At time \( t = 0 \), (6.2.11) yields,

\[
\left. \frac{dA}{dt} \right|_{t=0} = -\frac{(1-k)}{(2-k)} \left[ 1 - \frac{1 - \left( \frac{r_0}{r_1} \right)^{2-k}}{1 - \left( \frac{r_0}{r_1} \right)^{1-k}} \right]
\]

(6.2.12)

Substituting (6.2.12) into the differential equation (6.2.11) gives,

\[
\frac{dA}{dt} - \frac{(k-1)A^2}{(k+1)} = -\frac{(k-1)}{(k-2)} \left[ 1 - \frac{r_0}{r_1} \right]^{2-k} \left[ 1 - \frac{1 - \left( \frac{r_0}{r_1} \right)^{2-k}}{1 - \left( \frac{r_0}{r_1} \right)^{1-k}} \right]
\]

(6.2.13)

This equation, using (6.1.9), can be written more simply as

\[
\frac{dA}{dt} - \sin A \cdot A^2 = -M
\]

(6.2.14)
where
\[ M = \frac{(r-1)}{(r-2)} \left[ \frac{1 - \left( \frac{g_1}{r_1} \right)^{2-k}}{1 - \left( \frac{g_2}{r_1} \right)^{1-k}} \right] \]
(6.2.15)

and is subject to the initial condition (6.2.2).

The solution of this differential equation is,
\[ A(t) = -\frac{M}{\sqrt{sw\Omega}} \tanh \left[ t \sqrt{Ms\Omega} \right] + C \]
(6.2.16)

where \( C \) is a constant. By applying (6.2.2) it is readily seen that \( C = 0 \).

Hence, substituting (6.2.16) into (6.2.1) yields the velocity function,
\[ u(r,t) = -\frac{1}{r} \frac{M}{\sqrt{sw\Omega}} \tanh \left[ t \sqrt{Ms\Omega} \right] \]
(6.2.17)

or,
\[ u(r,t) = -\frac{1}{r} \left\{ \frac{(r+1)}{(r-2)} \left[ \frac{1 - \left( \frac{g_1}{r_1} \right)^{2-k}}{1 - \left( \frac{g_2}{r_1} \right)^{1-k}} \right] \right\}^{\frac{1}{k}} \times \tanh \left[ t \left( \frac{(r-1)}{(r-2)(k+1)} \left( \frac{1 - \left( \frac{g_1}{r_1} \right)^{2-k}}{1 - \left( \frac{g_2}{r_1} \right)^{1-k}} \right) \right] \]
(6.2.18)

The negative sign shows that the velocity is in a direction from the top to the bottom of the hopper.

6.3 Results and Discussion

The function (6.2.18) describes a velocity flow profile which was observed in experiments conducted by BSC. That is, the material is initially stationary in the hopper, but, as time passes, it begins to flow through the orifice. The acceleration rapidly decreases and the material flows through the hopper at a constant rate and hence the system
effectively becomes one of steady state. Comparison of the terminal velocity obtained from (6.2.18) with the velocity of the steady state system obtained by Savage shows similarities.

The terminal velocity $u_T$ of (6.2.18), that is the limit $u(r,t)$ as $t \to \infty$

$$u_T = \left\{ \frac{(k+1)}{f_k(k-2)} \left[ \frac{1 - (r_2/r_1)^{2-k}}{1 - (r_2/r_1)^{1-k}} \right] \right\}^{1/2}$$

(6.3.1)

Savage's analysis shows that the velocity at the orifice for the steady state is, in dimensionless variables,

$$u(r) = \left\{ \frac{(k+1)}{f_k(k-2)} \left[ \frac{1 - (r_2/r_1)^{2-k}}{1 - (r_2/r_1)^{1-k}} \right] \right\}^{1/2}$$

(6.3.2)

Figures 28 to 30 display the velocity of the material at the orifice of the hopper for various initial heights $r_2$ and values of the internal frictional angle $\varphi$. The curves drawn in each figure show the velocity as a function of time as predicted by this present theory; the straight horizontal lines show the steady state velocity as predicted by Savage's theory for the same values of the parameters.

The graph in figure 28 shows the velocity when the ratio of the initial height of the material to the position of the orifice is 3. The angle of internal friction varies between $20^\circ$ and $60^\circ$. For large frictional angles the present transient flow agrees well with the steady flow at large values of time. However, as this angle decreases the agreement diverges resulting in a higher flow rate for the transient case.

Figure 29 shows a similar graph with $(r_2/r_1) = 2$ and $\varphi$ taking values between $20^\circ$ and $60^\circ$; figure 30 displays the graph for $(r_2/r_1) = 4$. 
For large values of $Q$ the flow rates are identical to those in figure 28 for smaller values the flow rates are slightly higher.

It is realised that as the material free surface nears the orifice the flow pattern becomes even more complicated and is not fully understood. Nevertheless, the above simple theory is a first attempt to solve a somewhat intractable problem. It is nonlinear and transient and is governed by a system of hyperbolic equations. The numerical solution of this system for flow in a steady state is still under consideration by research workers in this field.

It is the intention that the emptying velocity profiles of the type (6.2.18), namely

$$u(t) = \alpha \beta \tanh (\alpha \gamma t)$$

(6.3.3)
can be used to obtain actual profiles in conjunction with experiments. For example, if the height of the free surface at any time $t$ is $h$, then a relationship between these two variables can be found using the flow rate (6.2.18). That is, in dimensionless variables,

$$h = \pi \left[ \frac{2\alpha \beta t - \tanh (\alpha \gamma t) + 1}{\theta} \right]^{1/2}$$

(6.3.4)

Using the working model at BSC Scunthorpe or, more ideally, the actual blast furnace hopper measurements can be made for $h$ against $t$ for any given material. In (6.3.4) there are three constants which are known theoretically albeit approximately. We could proceed to find these for a particular hopper.

If $h_i$ is known at a specific time $t_i$ then we can find $\alpha$, $\beta$ and $\gamma$ by the method of least squares as described by Milne [38]. We minimise

$$I(\alpha, \beta, \gamma) = \sum_{i=1}^{n} \left[ h_i - \left\{ \frac{2\alpha \beta t_i - \tanh (\alpha \gamma t_i) + 1}{\theta} \right\}^{1/2} \right]^2$$

(6.3.5)
where \( h^{\text{obs}} \) is the observed height of the material during the experiment. Hence \( \alpha, \beta \) and \( \gamma \) are obtained on solving the nonlinear simultaneous equations,

\[
\frac{\partial I}{\partial \alpha} = \frac{\partial I}{\partial \beta} = \frac{\partial I}{\partial \gamma} = 0
\]

(6.3.6)

In this way we have now the transient flow from a hopper and this can be fed into existing programmes developed at Hull for the shape of the burden surface in a furnace.
Figure 28. Flow Profiles when $\left(\frac{\theta}{\pi}\right) = 3$ and for Various Angles of Internal Friction
Figure 29. Flow Profiles when $\left( \frac{\mu}{\rho} \right) = 2$ and for Various Angles of Internal Friction.
Figure 30. Flow Profiles when $\left(\frac{\sigma}{\mu}\right) = 4$ and for Various Angles of Internal Friction
Appendix A

Derivation of the Non-Linear Condition at the Interface
In this appendix two methods are given for the general derivation of the non-linear condition at the interface. This is concerned with the liberation and absorption of heat across the moving interface separating the two phases. Before either derivation is given equations which are common to both are established.

A.1 Heat Balance Equation

The equation of the moving interface, or front, is defined by the equation

$$ F(r,t) = 0 \quad (A.1.1) $$

Let \( \mathbf{n} \) be the unit normal to the surface \( F \) in the solid-liquid direction, and \( \mathbf{v} \) the normal velocity of the interface. Since \( \nabla F \) is normal to the surface \( F(r,t) = 0 \), \( \mathbf{n} \) may be written as,

$$ \mathbf{n} = \frac{\nabla F}{|\nabla F|} \quad (A.1.2) $$

It is assumed that \( T \) is the temperature distribution of the phase, \( K \) the thermal conductivity, \( L \) the latent heat and \( \rho \) the density. A superscript * denotes the second phase.

In general, if the front advances a distance \( \delta n \) in a time \( \delta t \), then since the difference in the heat flux between the two phases is equal to the amount of heat liberated at the front, the heat balance equation is

$$ K \nabla T \cdot \mathbf{n} - K^* \nabla T^* \cdot \mathbf{n} = \rho L \mathbf{v} \cdot \mathbf{n} \quad (A.1.3) $$

Using (A.1.2) gives

$$ K \nabla T \cdot \frac{\nabla F}{|\nabla F|} - K^* \nabla T^* \cdot \frac{\nabla F}{|\nabla F|} = \rho L \mathbf{v} \cdot \frac{\nabla F}{|\nabla F|} \quad (A.1.4) $$
The normal velocity $\mathbf{v}$ has now to be determined.

### A.2 Method 1

Since the total differential of $F(r,t) = 0$ must be zero,

$$df = \nabla F \cdot dr + \frac{\partial F}{\partial t} dt = 0$$

and thus,

$$\nabla F \cdot \mathbf{v} = -\frac{\partial F}{\partial t}$$

(A.2.2)

Straightforward substitution of (A.2.2) into the heat balance equation (A.1.4) gives the required equation:

$$K(\nabla T \cdot \nabla F) - K^*(\nabla T^* \cdot \nabla F) = -\rho \frac{\partial F}{\partial t}$$

on $F(r,t) = 0$

(A.2.3)

### A.3 Method 2

The normal velocity $\mathbf{v}$ is now derived explicitly. The point $P$ with position vector $\mathbf{r}_0$ is now considered on the surface $F(\mathbf{r},t_0) = 0$. The normal to this surface intersects the neighbouring surface $F(\mathbf{r},t_0 + \delta t) = 0$ at $Q$. The normal velocity of the surface is

$$\lim_{\delta t \to 0} \frac{\overrightarrow{PQ}}{\delta t}$$

(A.3.1)

Figure A.1
The equation of the normal through \( P \) is

\[
\mathbf{r} = \mathbf{r}_0 + \lambda \nabla F
\]

and hence

\[
\mathbf{PQ} = \mathbf{r} - \mathbf{r}_0 = \lambda \nabla F
\]

where \( \lambda \) is a parameter and \( \nabla F \) is evaluated at \((\mathbf{r}, t_0)\). \( \mathbf{PQ} \) meets the surface \( F(\mathbf{r}, t_0 + 3t) = 0 \) at the point \( Q \) where the value of \( \lambda \) satisfies

\[
F(\mathbf{r}_0 + \lambda \nabla F, t_0 + 3t) = 0
\]

Since \( \lambda \) and \( 3t \) are small and \( F(\mathbf{r}_0, t) = 0 \) a linear approximation of the equation gives

\[
\nabla F(\lambda \nabla F) + \frac{\partial F}{\partial t} 3t = 0
\]

thus,

\[
\lambda = -\frac{\partial F}{\partial t} 3t
\]

\[
|\nabla F|^2
\]

Substituting (A.3.6) into (A.3.3) gives,

\[
\mathbf{PQ} = -\frac{\partial F}{\partial t} \frac{\nabla F}{|\nabla F|^2} 3t
\]

and hence the normal velocity of the front, on using (A.3.1), is

\[
\mathbf{V} = -\frac{\partial F}{\partial t} \frac{\nabla F}{|\nabla F|^2}
\]

Substitution of (A.3.8) into the heat balance equation (A.1.4) results in (A.2.3) as before.
Appendix B

The Method of Complementary Functions
The method of complementary functions is a general procedure for finding the solution of a set of simultaneous linear differential equations whose boundary conditions are specified at two points. Since an \( n \)th order differential equation can be rewritten as a system of \( n \) first-order differential equations, then a general system of first-order differential equations in the form of (4.2.4) need only be considered. Let the system be,

\[
\frac{dy_i}{dx} + p_{ij} y_j = q_i \quad i = 1, 2, \ldots, n \tag{B.1.1}
\]

where \( x \) is the independent variable and the functions \( p_{ij} \) and \( q_i \) are dependent on \( x \). The subscript \( j \) is summed from 1 to \( n \).

It is assumed that the system of equations is defined over the interval \([a, b]\) and that the boundary conditions are given at the two points

\[
y_i(a) = A_i \tag{B.1.2}
\]

and

\[
y_i(b) = B_i \tag{B.1.3}
\]

The method commences by integrating the system of \( n \) first-order homogeneous differential equations

\[
\frac{du_i}{dx} + p_{ij} u_j = 0 \tag{B.1.4}
\]

over the interval using any convenient shooting or initial value procedure subject to the initial conditions,

\[
u_i(a) = A_i \tag{B.1.5}
\]

and

\[
\frac{du_i}{dx} (a) = 0 \quad (\text{Say}) \tag{B.1.6}
\]
The value of $u_i$ at the point $x = b$ is computed and can be expressed as

$$u_i(b) = \alpha_i$$  \hspace{1cm} (B.1.7)

The system of $n$ first-order inhomogeneous differential equations

$$\frac{d \nu_i}{dx} + \beta_{ij} \nu_j = q_i$$  \hspace{1cm} (B.1.8)

is now integrated over the interval using the same initial value procedure, but this time subject to the initial conditions

$$\nu_i(a) = A_i$$  \hspace{1cm} (B.1.9)

and

$$\frac{d \nu_i}{dx}(a) = 1$$  \hspace{1cm} (B.1.10)

The function $\nu_i$ is evaluated at the point $x = b$ and can be expressed as

$$\nu_i(b) = \beta_i$$  \hspace{1cm} (B.1.11)

The general solution of the system of linear differential equations (B.1.1), subject to the given conditions, may be written as a linear combination of the systems (B.1.4) and (B.1.8) as follows;

$$y_i(x) = c_iu_i(x) + d_i\nu_i(x)$$  \hspace{1cm} (B.1.12)

c_i and $d_i$ are constants which are determined from the boundary conditions.

Finally the original system (B.1.1) is integrated using the initial conditions,

$$y_i(a) = A_i$$  \hspace{1cm} (B.1.13)

and

$$\frac{dy_i}{dx}(a) = c_i \frac{du_i}{dx}(a) + d_i \frac{d\nu_i}{dx}(a)$$  \hspace{1cm} (B.1.14)

It is, perhaps, worth noting at this point that the initial conditions (B.1.6) and (B.1.10) specified for the complementary function and the particular integral are not unique, and can be chosen so as to simplify the analysis and subsequent calculations.
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